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1. (10 pts) You are given a strongly connected directed graph $G=(V, E)$ with positive edge weights along with a particular node $v_{0} \in V$. Describe an $\mathrm{O}((n+m) \lg n)$ time algorithm for finding shortest paths between all pairs of nodes, with the one restriction that these paths must all pass through $v_{0}$.
2. (20 pts) Here's yet another scheduling problem, but one that cannot easily be solved exactly, particularly not using a greedy algorithm: You are given a set of tasks $t_{1}, \ldots, t_{n}$; task $t_{i}$ has a length $\ell_{i}$. More precisely, each task $t_{i}$ is a job to be executed by a computer, and it takes $\ell_{i}$ time to complete the job. You are now given $m$ computers $C_{1}, \ldots, C_{m}$ on which you can schedule these tasks. If your schedule assigns tasks $t_{i_{1}}, \ldots, t_{i_{k}}$ to computer $C_{j}$, with the first task starting at time 0 and without time intervals between two tasks when there is no task running, the last task assigned to $C_{j}$ ends at time $f_{j}=\sum_{h=1}^{k} \ell_{i_{h}}$. The make span of your schedule is defined as $\max \left\{f_{1}, \ldots, f_{m}\right\}$. Your goal is to compute a schedule with minimum make span. This is a hard problem, though, which is why we relax things a little bit.
a. Develop a simple greedy algorithm whose goal it is to compute a schedule - that is, an assignment of tasks to computers - whose make span is at most twice the minimum make span for the given set of tasks using $m$ machines. The running time of your algorithm should be $\mathrm{O}(\mathrm{nm})$.
b. Prove that the schedule produced by your algorithm has make span at most twice the minimum make span.
c. Provide an example where your algorithm fails to compute a schedule with minimum make span. (This proves that your algorithm does not always produce an optimal answer.)
