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Abstract. In this paper, we present a new approach that is a synergy of item-
based Collaborative Filtering (CF) and Case Based Reasoning (CBR) for per-
sonalized recommendations. We present a two-phase strategy: in phase I, we 
developed a context-sensitive item-based CF method that leverages the original 
past recommendations of peers via ratings performed on various information 
items. In phase II, we further personalize the information items comprising 
multiple components using a CBR-based compositional adaptation technique to 
selectively collect the most relevant information components and combine them 
into one composite recommendation. In this way, our approach allows fine-
grained information filtering by operating at the constituent elements of an in-
formation item as opposed to the entire information item. We show that our 
strategy improves the quality and relevancy of the recommendations in terms of 
its appropriateness to the user’s needs and interests, and validated by statistical 
significance tests. We demonstrate the working of our strategy by recommend-
ing personalized music playlists. 

1   Introduction 

The volume of information over the Internet is increasing at a tremendous rate, and as 
a consequence the search for ‘relevant’ and ‘useful’ information is becoming propor-
tionally difficult. Adaptive recommender systems—a class of adaptive hypermedia 
systems—act as mediators between information sources and information seekers [6], 
as they exploit the user’s current specific interests and needs to (a) regulate the flow 
of information to users; and (b) direct users to the right information—i.e. personalized 
information selection and filtering [3]. Adaptive recommender systems are applied in 
a variety of application domains, including healthcare [15], business [14], education 
[16], entertainment [17], and so on.  

Adaptive recommender systems use a variety of methods, spanning from adaptive 
hypermedia to information retrieval to machine learning to artificial intelligence, in 
order to determine the relevance and utility of any given information item with re-
spect to the user’s model/profile that characterizes the user’s information needs, inter-
ests, preferences, demographics and consumption capacity. Functionally speaking, if 
an information item—which can be a document, news item, music compilation, 
movie, educational module, shopping list, activity plan, and so on—is deemed as 
relevant to the user then it is recommended to him.  



In our approach to offering personalized recommendations, we extend the func-
tionality of current adaptive recommender systems by pursuing (a) context-sensitive 
information selection; and (b) compositional information personalization. 

Context-sensitive information selection involves the characterization and use of the 
context in which a recommendation is sought, processed and offered. We argue that in 
a collaborative filtering setting it is important to know why did a user recommend (or 
otherwise) a particular information item, as opposed to just tracking that the user has 
given a recommendation for the information item. For instance, in recommending a 
music CD, one user’s recommendation can be due to his/her approval of the lyrics, 
tunes and vocals—these can be regarded as recommendation perspectives—whereas 
another user may recommend the same music CD along the recommendation perspec-
tives of lyrics, directorship and performance. Although both users recommend the 
same music CD, yet the recommendation is due to different reasons or under different 
contexts. We argue that since collaborative filtering is guided by user’s ratings of 
items it is useful to exploit the context of the rating of one user in making recommen-
dations for other similar users. Context, for our purposes, implies a generalized set of 
relationships between a set of recommendation perspectives along which an informa-
tion item can be rated [4]. Subsequent recommendation of the information item 
should be dictated by the similarity between the contexts of the recommender and the 
information seeker.  

Compositional information personalization involves the fine-grained selection of 
individual components of an information item in response to a user model. An infor-
mation item can be a music CD with its constituent components being the individual 
songs, or an E-learning module is an information item and the individual lessons are 
its constituent components.  Compositional information personalization, therefore, in-
volves firstly the selection of relevant information items and secondly the selection of 
the most salient individual components from the relevant information items [2]. A 
systematic compilation of these individual components, originating from different yet 
relevant sources, yields a fine-grained personalized information item that is much 
closer to the user-model as opposed to actual information items that may have some 
components that are not necessary of interest to the user.  

We have devised a two-stage hybrid information recommendation strategy: Stage 1 
uses item-based Collaborative Filtering (CF) to identify the information items that are 
relevant to the user-model; and Stage 2 uses compositional adaptation, in the realm of 
Case-Based Reasoning (CBR), to select the most salient information components 
(from a set of relevant information items) to dynamically compose a fine-grained per-
sonalized recommendation for the user. We extended the traditional item-based CF 
method [6] to establish the notion of context, whereby users are able to rate an item 
along multiple perspectives to elicit the basis of their recommendation. Our strategy is 
a hybrid of information retrieval viz. CF methods and artificial intelligence viz. CBR 
based compositional adaptation. It is important to note that the CF method in the first 
stage serves as the case retrieval mechanism vis-à-vis the CBR approach that we use 
to adapt the information items (or past cases) in stage 2 (Fig.1).  
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Fig. 1. PRECiSE Framework 

3   Related Work 

Recommender Systems (RS) are used to customize information content upon an indi-
vidual’s needs and interests to provide the most “relevant” and “precise” information. 
Since RS are grounded to solve real world problems, they have been adopted in both 
business and academic domains. One way to recommend objects is based on the ex-
plicit ratings of other people who have rated/purchased the objects in the past. Col-
laborative Filtering (CF) does this by first asking people to rate given items and rec-
ommending new items that have been highly rated by similar users. CF systems are 
the most widely used recommender systems [6]. Recently, integrating CBR in CF has 
gained a lot of attention and success [18] because the problem-solving principles of 
CBR make them an interesting candidate for integration with similarity based infor-
mation filtering methods, such as CF methods [20]. As a matter of fact, hybrid rec-
ommendations were extended to contain knowledge-based techniques such as Case 
Based Reasoning for the purposes of improving the quality of recommendations and 
reducing the effect of the traditional CF cold-start problem. PTV [9] is a hybrid re-
commender system of which operates in the TV listings domain to recommend TV 
programs and produce personalized TV guides for active users. CoCoA [17] is a rec-
ommendation system for music compilation. It uses a case-based retrieval engine 
based on the CF users’ ratings to propose an existing collection of sound tracks. Other 
hybrid systems were also developed such as Tapestry [21], GroupLens [5]. 

We present our adaptive recommendation system—PRECiSE (Personalized Rec-
ommendations in a Context-Sensitive Environment), that combines item-based CF 
and CBR techniques to generate fine-grained personalized information and demon-
strate its working through an exemplar application for recommending a personalized 
music playlist. 



4   Experimental Design 

Our experimental dataset contains 100,000 ratings performed by 943 users on 1682 
music compilations where each compilation is a collection of 10 songs. Each user in 
the dataset has rated a number of compilations along three pre-defined perspectives 
song lyric, singer performance and song rhythm. The dataset is divided into training 
(80%) and test sets (20%). The training set is used to identify the N (N=10) recom-
mended items while the test set is used to measure the quality of the recommendation 
in terms of the F1-metric (F1) and the appropriateness degree (AD). The F1-metric 
combines recall (R) and precision (P) at similar weights as defined in [7]. Let hits be 
the total number of recommended items that were really rated by any of the users but 
were excluded from the training set to be part of the test set; when a set of recom-
mended items is generated for a user, if the rated item in the test set exists in the rec-
ommended set, then a hit is recorded. Let t be the total number of users in the test set 
and N the total number of recommended items. Therefore,  
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The appropriateness degree (AD) determines the degree of similarity between a 
recommended item and a user profile. The calculation of the (AD) is detailed in Sec-
tion 5.2. 

Given a database of preferences that contains users’ ratings on items along multiple 
perspectives. A user, who is seeking for advice, specifies the perspectives he is inter-
ested in and the relevance of each perspective is expressed in terms of weight values 
denoting the contribution of each perspective in the recommendation based on the 
user’s interests. The system then recommends music compilations well-focused to-
wards the user needs. 

5   PRECiSE Methodology 

5.1   Phase I: Item-Based CF Recommendation 

The first phase of our strategy involves item-based CF recommendation to select a set 
of information items based on the ratings/recommendations of like-minded peers. In-
formation filtering is pursued via collaboration based approaches, including CF, that 
filter information by making use of the opinions of peers with similar interests—peers 
critique the information items by rating them along a number of dimensions that re-
flect the quality and utility of the item.  

We believe that the role of context in generating personalized recommendations is 
paramount as it determines both the relevance and usefulness of the recommended in-
formation. Note that the traditional CF approaches compare items along a single per-
spective—i.e. whether the item was liked/disliked by the user, without recourse to 
what perspectives of the item were rated and how were they rated. Original Item-
based CF algorithms compare the user model of a user with the user models of other 



peers to recommend items that may be of interest to the user. The user model is ex-
pressed as a vector of attribute/value pairs defining items rated by the user, and the 
corresponding ratings’ values with respect to all given perspectives. In our frame-
work, we create a context for information filtering where a user can rate an item along 
multiple pre-defined perspectives. The rating on these perspectives is subsequently 
used to recommend the item to similar users. Hence, we extended the item-based CF 
method proposed by Sarwar et al. [6] so that, instead of having one similarity value 
for two items i and j,  a similarity vector of dimension P is generated (P is the total 
number of perspectives available for a user to rate an item). The components of this 
vector are the individual similarities calculated based on the perspectives selected by 
a user. For instance, for a music playlist compilation problem the set of perspectives 
can be lyrics, tunes, band, vocals, direction, video, etc. Based on the user’s context—
i.e. a selection of perspectives—we compare the compilations that have been previ-
ously rated by other users and compute the degree of similarity between them.  

Our context-based CF algorithm is described below: 
1. The user chooses the relevant perspectives along which similarity between items is 

desired. Preferences of all users are induced through previous ratings along multi-
ple perspectives on chosen items that are expressed as numerical scores. A separate 
rating matrix Mp(u,i) is generated for every perspective, where Mp(u,i) is the rating 
of user u on item i for perspective p. 

2. We identify and isolate users that have rated both items and then we apply the 
similarity technique proposed by [6]. Let PSp(i,j) be the Perspective Similarity be-
tween two co-rated items i and j with respect to perspective p, and is calculated us-
ing (Eq.2).  
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where )(uM p is the average rating of user u on all rated items. U is the set of all users 
in the CF knowledge base. Let Wp the weight assigned to perspective p; the Contex-
tual Similarity CS(i,j) between items i and j is then computed as: 
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When a user selects a specific context for similarity computation, the summation in 
(Eq.3) is achieved over the selected perspectives only. 
3. Let the set Iu contains all items that have been rated by user u. For every 

item , we find the set of k most similar items (KuIi∈ u). The set Ku excludes any 
item that has been rated/preferred by u and hence belong to the set Iu. 

4. For every item , we compute its similarity S-set(i,IuKi∈ u) to the set Iu. This simi-
larity is the sum of the similarities (calculated in Step 2) between all items rated by 
user u and item i. 
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5. We sort the set Ku by the similarity S-set(i,Iu) in decreasing order and select the top 
N items. The selected N items/compilations would most likely interest the user. 

5.2   Phase II: CBR-mediated Compositional Adaptation 

Case adaptation in a CBR cycle allows for the adaptation of past cases (or solutions) 
in line with the description of the current problem [1, 11]. In our approach, we regard 
an information item (comprising a set of individual components) as a past case. The 
case selection process is achieved by the CF method in phase I of our strategy. Here, 
we apply a compositional case adaptation method to select the most pertinent con-
stituent components of a composite information item [8]; provided the information 
components are mutually independent and compatibility between components is not 
an issue. The adapted case—i.e. a set of information components selected from the 
multiple information items—represents a fine-grained information item [12]. 

The basis for our adaptation strategy is defined by (a) the frequency of occurrence 
of a solution component in the similar cases and, (b) the degree of similarity between 
the user request and the retrieved case (measured in terms of the appropriateness de-
gree). Our compositional adaptation of past cases is achieved as follows: 
1. Given that a case is an item comprising multiple components. The similarity be-

tween a retrieved case C and a user u is calculated as shown in Eq.4. The similarity 
S(u,C) between user u and every retrieved case C as S(u,C)=S-set(i,Iu). 

2. For every similar item case Ci , the Normalized Similarity (NS) of Ci to user u over 
the entire set of retrieved cases (RC) is calculated as follows: 
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3. Let  be a component of the solution derived from a past case C
iCComp i, and 

be the appropriateness degree for , then  iCComp
uAD
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In order to compute the Appropriateness Degree (AD) of each component, the normal-
ized similarities of the similar cases that contain this component are added to one an-
other. 



4. We sort the distinct components of the N items by their AD, and select the M top 
components—i.e. the components that are most similar to the user. The value for M 
can be specified by the user. 

5. The M selected components are amalgamated into one information item (or a new 
adapted case) that is recommended to the user. 

Note that the application of the compositional adaptation method not only takes into 
account the global similarity between the present and past cases, but it is additionally 
driven by an attribute-level similarity between the current and retrieved cases.  

6   Empirical Results 

6.1   Performance of the Contextual Similarity in CF Recommendation 

The quality of our item-based CF recommender system depends on how accurately it 
captures the user’s preferences (ratings) as well as its ability to accurately match those 
preferences with similar users. Our experiments show that as we increase the number 
of perspectives, the F1-metric and the appropriateness degree increase and as a conse-
quence a more personalized recommendation is provided. In fact, the appropriateness 
degree increases significantly by 52% when we apply 3 perspectives instead of only 
one perspective. Our conclusion is grounded in the observation that when the similar-
ity is based on fewer perspectives, the similar item space which includes all items 
similar to the target item is large and contains items that are of potentially of little in-
terest to the target user.  

We performed statistical tests to study whether the difference between the means 
F1-metric for all three alternatives (1, 2, and 3 perspectives) is significant. In this re-
gards, we used the General Linear Model approach [13] to perform the statistical test. 
The null hypothesis for the test is that all means are the same. Our test gave strong 
evidence against the null hypothesis (p-value, which denotes the probability that the 
null hypothesis is true, is much less than 0.001), which led us to conclude that the dif-
ference between the three F1-metric means is statistically significant. 

6.2   Performance of the Compositional Adaptation Technique 

The AD computed in (Eq.7) is used as a measure for the efficiency of our composi-
tional adaptation technique. We calculate the AD of the newly adapted item which re-
flects the similarity degree between the adapted item and the individual user’s prefer-
ences (represented by the set of items rated by the user). Basically, the AD of the final 
solution is the average sum of the ADs of the M (most relevant) components that con-
stitute the final personalized information item.  

In Fig.2, we note an increase in the appropriateness degree from phase I to phase II 
for selected users. An average percent increase of 61% was recorded for all users in 
the test dataset. The composite solution is more appropriate to the user’s preferences 
than the items recommended through the CF phase; we conclude that our CBR-based 



compositional adaptation has provided the opportunity to pursue personalized infor-
mation content more focused toward an individual user’s interests. 
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Fig. 2. Impact of the compositional adaptation on the appropriateness of the final solution 

In order to show that the difference in the appropriateness degree between phase I and 
phase II is statistically significant, we apply the General Linear Model approach for 
testing whether the 2 mean values in appropriateness degree over all test users be-
tween phase I and phase II are different. The null hypothesis of the statistical test is 
that the 2 means are the same. Our test provided strong evidence against the null hy-
pothesis (p-value < 0.001); we conclude that the 2 mean ADs are statistically differ-
ent.  

7   Working Example 

We present a working example for recommending personalized music playlists. The 
user u has rated a set of CD compilations (see Fig. 3), where each compilation con-
sists of 10 songs. The hit set contains those compilations that are recommended and 
were rated by u but were excluded from the training set for testing purposes. Note that 
users, music compilations (i.e. items) and songs (i.e. components) are represented by 
their IDs. The output of Phase I and Phase II is shown below. 

User ID Compilations (Information Items) 
1 17 42 96 159 130 328 444 578 892 1095 

Fig .3. Preferred music compilations for user ID ‘130’ 

• Output from Phase I: CF is applied with a context of 3 perspectives yields a hit set 
containing 6 compilations (see Fig.4). The appropriateness degree (AD) is aver-
aged over the 10 recommendations. The F1-metric with a context (i.e. 0.34) is 
found to be better than without context (i.e. 0.76).  
 

User ID Compilations (Information Items) F1 Metric AD 
47 92 295 331 332 130 348 379 876 1012 1197 0.34 1.134 

Fig. 4. N Recommended music compilations (Phase I). Hit List is shaded grey. N=10



• Output from Phase II: We apply compositional adaptation to recommended compi-
lations (in Fig.4). Figure 5, shows a sample of the recommended items together 
with their components. The components selected in phase II are shaded in figure 5, 
whereas figure 6 shows the final personalized recommended music playlist.   

User ID Item ID Songs (Components) AD 
332 2 26 46 63 88 
348 22 35 104 125 187 
379 2 20 41 110 128 
876 20 25 125 196 198 

130 

1012 24 35 113 161 198 

1.801 

Fig .5. A sample of the 10 recommended compilations and their constituent songs. Shaded 
songs are the most relevant to the user

User ID Personalized Music Playlist 
2 20 22 25 46 130 71 104 125 187 198 

Fig. 6. New composite recommendation comprising the 10 most relevant songs for user ID 
‘130’

We note an improvement in the quality of the final personalized recommendation 
in terms of the F1-metric, and the appropriateness degree that has increased signifi-
cantly by 58.8%. The personalized music playlist, originating from different items, 
will be presented to the user as being most relevant to his/her interest.  

8   Concluding Remarks and Future Work 

In this paper, we have introduced a new personalized recommendation strategy featur-
ing a unique hybrid of item-based Collaborative Filtering and Case Based Reason-
ing—i.e. a hybrid of information retrieval and artificial intelligence methods. We ad-
dressed personalization at a fine-grained level, whereby in the first stage the 
collaborative information filtering strategy initiates the process guided by peer based 
recommendations for pertinent information items. Next, in the second stage, the com-
positional adaptation method takes into account the degree of relevance of the re-
trieved information items and the weighted frequency of the recurring constituent in-
formation components in order to select the most appropriate information 
components. We introduced the notion of context—basically rating an item along dis-
tinct perspectives, where the more perspectives are used to rate the item the more fo-
cused and appropriate the retrieved information items would be to the user. This is an 
improvement from the single-dimensional binary rating scheme observed by CF sys-
tems. Our empirical results show that the usage of context as well as the composi-
tional adaptation has provided more precise personalized recommendations in line 
with the user’s needs. Our statistical tests also showed that the improvement of the 
recommendation was statistically significant.  

For future work, we plan to explore quantifying the users’ ratings based on the 
Multi-Attribute Utility Theory [19]. For instance, we evaluate initially the overall rat-
ing value on every rated item as a weighted addition of its ratings along the multiple 
perspectives, and finally we compute the similarity between rated items. 
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