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ABSTRACT: We present a novel system and methodology for generating and then
browsing multiple taxonomies over a document collection. Taxonomies are gener-
ated using a broad set of capabilities, including meta data, key word queries, and
automated clustering techniques that serve as a seed taxonomy. The taxonomy editor,
eClassifier, provides powerful tools to visualize and edit each taxonomy to make it
reflective of the desired theme. Cluster validation tools allow the editor to verify that
documents received in the future can be automatically classified into each taxonomy
with sufficiently high accuracy.

In general, those seeking knowledge from a document collection may have only a
vague notion of exactly what they are attempting to understand, and would like to
explore related topics and concepts rather than simply being given a set of docu-
ments. For this purpose, we have developed MindMap, an interface utilizing multiple
taxonomies and the ability to interact with a document collection.
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BUSINESSES HAVE BEEN ABLE TO systematically increase the leverage gained from
enterprise data through technologies such as relational database management sys-
tems and techniques such as data warehousing. Moreover, it is conjectured that the
amount of knowledge encoded in electronic text far surpasses that available in data
alone. However, the ability to take advantage of this wealth of knowledge is just
beginning to meet the challenge. Businesses that can take advantage of this potential
will surely gain a competitive advantage through better decision-making and increased
efficiencies [4]. One important step in achieving this potential has been to structure
the inherently unstructured information in meaningful ways. A well-established first
step in gaining understanding is to segment examples into meaningful categories [2,
4]. This leads to the idea of taxonomies—natural hierarchical organizations of the
information in alignment with the business goals, organization, and processes. Whereas
there will be some commonality in some industries, these natural organizations will
have significant diversity across domains and organizations. Even with a single orga-
nization, no one taxonomy may capture all the important relationships between docu-
ments. Multiple taxonomies are needed to fully capture document meta-knowledge.

Research to address this need for taxonomy development has concentrated largely
around automated grouping techniques such as text clustering. Text clustering is a set
of techniques for automatically grouping together documents that contain many com-
mon words. A dictionary, or feature space, is generated by parsing the documents into
tokens, pruning out the tokens that occur in a known stop words list, and combining
the tokens that occur in a synonym list. Whereas we believe that text clustering is an
invaluable tool, indeed it is part of our solution, we assert that it is insufficient to meet
the full challenge of taxonomy generation by itself. Our experience using variations
of k-means [11, 20] (i.e., a distance-based clustering technique where the number of
clusters, k, is specified up front and the algorithm chooses a random set of k seeds;
instances are assigned to the nearest centroid; this causes the centroid to move when
recomputed as the average of points in that cluster and the process then repeats until
all centroids are stable) assigned and Expectation Maximization (EM) clustering al-
gorithms [23] (i.e., a probability-based approach that assumes as Gaussian or normal
distribution for each cluster and then iteratively estimates the mean, standard devia-
tion, and cluster probability for each cluster) have shown that they generate useful
seed taxonomies, but rarely generate a satisfactory final taxonomy for a given busi-
ness problem. For example, if you were to cluster a set of patents with the intent to
create a technology-based taxonomy you would typically find some of the clusters to
be technologies and some to be based on some other aspect or relationship. One
might postulate that the clustering algorithm is in fact not the issue, but that this is a
feature selection problem. With this in mind, an alternative approach would be to
leverage controlled vocabularies. However, we find this approach to be very labor-
intensive and would still yield results that would need further refinement.

Our approach to solve this problem focuses on the visualization, editing, and valida-
tion of clustering results. Clearly, it is not practical to read each document and catego-
rize it, however, expert inspection guided by appropriate feedback is a powerful
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combination. Clusters can be seeded with examples selected via key words in order to
generate multiple taxonomies, each with a different theme. We have implemented these
capabilities in eClassifier and describe how multiple taxonomies may be generated in
the second section, edited in the third section, and validated in the fourth section.

Once we have developed multiple taxonomies that are relevant to a document col-
lection, it is paramount that the tools available to understand and explore the informa-
tion are effective. Currently, the most popular methods are a combination of Boolean
key word searching and the use of a single taxonomy, best represented by the Internet
search engines Yahoo! and Google. These techniques still fall short in the face of the
many ambiguities, complexities, and domain-specific relationships that are contained
in documents.

To address these deficiencies, we present a novel system and methodology for brows-
ing and exploring topics and concepts within a document collection. Our system le-
verages multiple taxonomies, related terms, visualization, and user interaction to
navigate and explore a document collection and the concepts that it contains. We call
our system MindMap because we have modeled our interface on techniques used for
brainstorming.

The techniques developed have been found to be particularly useful when explor-
ing a complex topic that is not yet fully understood by the user. The techniques bring
to light related concepts and terms that help round out the understanding, whereas
still allowing the user to get to specific documents and delve into the detail needed for
in-depth understanding.

Multiple Taxonomy Generation

BEFORE A DOCUMENT COLLECTION CAN BE EXPLORED using the MindMap interface,
it must be categorized into multiple taxonomies. We use eClassifier to generate mul-
tiple taxonomies, where each taxonomy is designed around a specific theme. The
purpose of each taxonomy is to group related documents together in order to present
a user with sets of documents that share common characteristics. Taxonomies gener-
ated using characteristics that bring to light interesting relationships are always more
enlightening and tend to be domain- and application-specific. Some interesting ex-
ample characteristics that we have come across are industry, geography, technology,
document source, process stage, and document creation time, but there are many
more. The need for multiple taxonomies arises because in many cases there exists no
single taxonomy that captures all interesting relationships between documents, and
users will approach an investigation with different prior knowledge and goals.

For example, assume we have a set of documents containing a brief description of
the Fortune 500 companies with one document per company. Each document may
describe what the company produces, where the headquarters are located, what tech-
nologies the company has leadership in, and what business partnerships each com-
pany has. In other words, several taxonomies could be created over a single set of
documents, each with a different theme. An example is shown in Figure 1.
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Each of these taxonomies provides a unique way of defining what it means to be
“similar.” In the “geography” context, to be similar means to be located in the same
geographic region, whereas in the industry context, it means to be competitors in the
market. Each of these taxonomies is valuable in some information retrieval context.

Many approaches may be used to generate multiple taxonomies over a document
collection. Text clustering over a feature space of term occurrence within documents
is one way to generate a generic content-based taxonomy. After eliminating common
stop words and (high- and low-frequency) non-content-bearing words, we represented
the text data set as a vector space model. That is, we represented each document as a
vector of certain weighted frequencies of the remaining words [22] using the txn
weighting scheme [21]. This scheme emphasizes words with high frequency in a
document, and normalizes each document vector to have unit Euclidean norm. We
have found the k-means algorithm [7] to be an effective tool for generating a high-
level taxonomy over a collection of short documents. Whereas we have found k-means
to be useful, different clustering methods can be used to create different taxonomies
(see [8, 11, 20]).

Additional taxonomies may be generated by starting from a key word description
of each category in the taxonomy. These key words are then included a priori as terms
in the vector space dictionary for that taxonomy (thus dictionaries can and often do
vary with each taxonomy). An initial classification of the documents is then gener-
ated by selecting for each document the category with which it shares the most key
words. Documents containing no key words can be placed in a “miscellaneous” cat-
egory. After this initial classification by key words is completed, nearest centroid
methods may be employed to categorize some or all of the examples in the miscella-
neous category into one of the user-defined categories.

Whereas we have found text clustering and key word search to be useful, there are
many alternative methods for creating taxonomies, from document usage patterns [3]
to manual analysis of business documents [14]. The methods described below are
equally useful in such cases.

Before a user can begin editing taxonomy, they must first fully understand the ex-
isting categories and their relationships. In this section, we describe the strategy em-
ployed by our taxonomy-editing tool, eClassifier, to communicate the features of a
document taxonomy to the user.

Figure 1. Example of Thematic Taxonomies
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Summaries

Since we cannot expect the user to spend the time to read through the individual
documents in a category, summarization is an important tool in helping the user un-
derstand what a category contains. Summarization techniques based on extracting
text from the individual document [12, 13] were found to be insufficient in practice
for the purpose of summarizing an entire document category, especially when the
theme of that category is somewhat diverse. Instead, we employ two different visual
techniques to summarize a category. The first is a feature bar chart. This chart has an
entry for every dictionary term (feature) that occurs in any document in the category.
Each entry consists of two bars, a red bar to indicate what percentage of the docu-
ments in the category contain the feature, and a blue bar that indicates how frequently
the feature occurs in the background population of documents from which the cat-
egory was drawn. The bars of the chart are sorted in decreasing order of the difference
between blue and red. Thus, the most important features of the category in question
are shown at the beginning of the chart. This chart quickly summarizes for the user all
the important features of a category, with their relative importance indicated by the
size of the bars.

The second technique is a dynamic decision tree representation that describes what
feature combinations define the category. This tree is generated in the same manner
as a binary ID3 tree [18], selecting at each decision point the attribute that is most
helpful in splitting the whole population of documents so that the two new categories
of documents created are most nearly pure category and pure non-category. Each
feature choice is made on-the-fly as the user expands each node until no additional
features will improve the purity with respect to the category. The result is a set of
classification rules that define the category to the desired level of detail. At any point
the user may select a node of the decision tree to see all the documents at the node, all
the in-category documents at the node, or all the non-category documents at the node.
The nodes are also color coded: red is a node whose membership is more than (or
equal to) 50 percent in category, blue is a node whose membership is less than 50
percent in category. This display gives the user an in-depth definition of the category
in terms of salient features and lets them readily select various category components
for further study (see Figure 2).

Visualization

In order to understand specifically how two or more categories at the same level of
the taxonomy relate to each other, a visualization strategy is employed. The idea is to
visually display the vector space of a bag-of-words document model [21, 22] to the
user so that the documents will appear as points in space. The result is that documents
containing similar words occur near to each other in the visual display. If the vector
space model were two-dimensional, this would be straightforward—we could simply
draw the documents as a point on an X,Y scatter plot. The difficulty is that the dimen-
sions of the document vector space will be of a much higher dimension. In fact, the
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dimensionality will be the size of the feature space (dictionary), which is typically
thousands of terms. Therefore we need a way to reduce the dimensionality from thou-
sands to two in such a way as to retain most of the relevant information. Our approach
uses the CViz method [6], which relies on three category centroids to define the plane
of most interest and to project the documents as points on to this plane (by finding the
intersection with a normal line drawn from point to plane). The selection of which
categories to display in addition to the selected category is based on finding the cat-
egories with the nearest centroid distance to the selected category. The documents
displayed in such a plot are colored according to category membership. The centroid
of the category is also displayed. The resultant plot is a valuable way to discover
relationships between neighboring concepts in a taxonomy (see Figure 3).

Sorting of Examples

When studying the examples in a category to understand the category’s essence, it is
important that the user not have to select the examples at random. To do so can some-
times lead to a skewed understanding of the content of a category, especially if the
sample is small compared to the size of the category (which is often the case in prac-

Figure 2. Category Summarization
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tice). To help alleviate this problem, eClassifier allows sorting of examples based on
the “most typical” first or “least typical” first criteria. This translates in vector space
terms to sorting in order of distance from the category centroid (i.e., most typical is
closest to the centroid, least typical is furthest from the centroid). The advantage of
sorting in this way is twofold: reading documents in most typical order can help the
user to quickly understand what the category is generally about, without having to
read a large sample of the documents in the category, whereas reading the least typi-
cal documents can help the user to understand the total scope of the category and if
there is conceptual purity.

Editing the Taxonomy

ONCE THE CONTENT MANAGER UNDERSTANDS the meaning of the categories in the
taxonomy and their relationship to each other, the next step is to provide tools for
rapidly changing the taxonomy to reflect the needs of the application. Keep in mind
that our goal here is not to produce a “perfect” taxonomy for every possible purpose.
Such a taxonomy may not even exist, or at least may require too much effort to
obtain. Instead we want to focus the users efforts on creating a “natural” taxonomy

Figure 3. Floating Box for Moving Documents
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that is practical for a given application. For such applications, there is no right or
wrong change to make. It is important only that the change accurately reflect the
expert user’s point of view about the desired structure. In this situation, the user is
always right. The tool’s job is to allow the user to make whatever changes may be
deemed desirable. In some cases such changes can be made at the category level, in
other cases a more detailed modification of category membership may be required.
Our taxonomy editing tool, eClassifier, provides capabilities at every level of a tax-
onomy to allow the user to make the desired modifications with a simple point and
click.

The distance metric employed to compare documents to each other and to the cat-
egory centroids is the cosine similarity metric [21]. However, as will be seen, during
the category editing process we are not rigid in requiring each document to belong to
the category of its nearest centroid, nor do we strictly require every document to
belong to only one category.

Category Level

Category level changes involve modifying the taxonomy at a macro level, without
direct reference to individual documents within each category.

Merging

Merging two categories means creating a new category that is the union of two or
more previously existing category memberships. A new centroid is created that is the
average of the combined examples. The user supplies the new category with an ap-
propriate name.

Deleting

Deleting a category (or categories) means removing the category from the taxonomy.
The user needs to recognized this may have unintended consequences, since all the
examples that formerly belonged to the deleted category must now be placed in a
different category—the one having the nearest centroid. To make this decision more
explicit, we introduce the graphic called “View Similar Categories” chart.

The chart in Figure 4 displays what percentage of a categories documents would go
to which other categories if the selected category were to be deleted. Each slice of the
displayed pie chart can be selected to view the individual documents represented by
the slice. Making such information explicit allows the user to make an informed deci-
sion when deleting a category, avoiding unintended consequences.

Document Level

Whereas some changes to a taxonomy may be made at the category level, others
require a finer degree of control. These are called document level changes, and con-
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sist of moving or copying selected documents from a source category to a destination
category. The most difficult part of this operation from the users point of view is
selecting exactly the right set of documents to move so that the source and destination
categories are changed in the manner desired. To facilitate this, eClassifier provides a
number of mechanisms for selecting documents.

Selection by Key Words

One of the most natural and common ways to select a set of documents is with a key
word query. eClassifier allows the user to enter a query for the whole document col-
lection or for just a specific category. The query can contain key words separated by
“and” or “or” and also negated words. Words that co-occur with the query string are
displayed for the user to help refine the query. Documents that are found using the
key word query tool can be immediately viewed and selected one at a time or as a
group to move or establish a new category.

Selection by Sorting

Another way to select documents to move or copy is via the “most/least typical”
sorting technique described in the Sorting of Examples section. For example, the

Figure 4. Similar Categories Display
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documents that are least typical of a given category can be located, selected, and
moved out of the category they are in. They may then be placed elsewhere or in a new
category.

Selection by Visualization

The scatter plot visualization display described in the Document Level subsection
can also be a powerful tool for selecting individual or groups of documents. Using a
“floating box,” groups of contiguous points (documents) can be selected and moved
to the new desired category.

To Move, Copy, or Delete . . .

Independent of the document selection method, the user is allowed to choose be-
tween moving, copying, or deleting the selected documents. Moving is generally
preferable because single-category membership generally leads to more distinct
categories, which are better for the classification of future documents. Still, in cases
where a more ambiguous category membership better reflects the user’s natural
understanding of the taxonomy, eClassifier allows the user to create a copy of the
documents to be moved and to place this copy in the destination category. In such
cases, the individual document will actually exist in two (or more) categories at
once, until or unless the user deletes the example. Deletion is the third option. It
allows the document to be removed entirely from the taxonomy, if it is judged to be
not applicable.

Validation

WHENEVER A CHANGE IS MADE TO THE TAXONOMY, it is very important for the user
to validate that the change has had the desired effect on the taxonomy as a whole,
and that no undesired consequences have resulted from unintentional side effects.
eClassifier contains a number of capabilities that allow the user to inspect the results
of modifications. The goal is to ensure both that the categories are all meaningful,
complete, and differentiable, and that the concepts represented by the document
partitioning can be carried forward automatically in the future as new documents
arrive.

Direct Inspection

The simplest method for validating the taxonomy is through direct inspection of the
categories. The category views described in the second section provides many unique
tools for validating that the membership of a category is not more or less than what
the category means. Looking over some of the “least typical” documents is an espe-
cially valuable way to quickly ascertain that a category does not contain any docu-
ments that do not belong.
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Another visual inspection method is to look at the nearest neighbors of the category
being evaluated through the scatter plot display. Areas of document overlap at the
margins are primary candidates for further investigation and validation.

Validation Metrics

Much research has been done in the area of evaluating the results of clustering algo-
rithms [10, 20]. Whereas such measures are not entirely applicable to taxonomies that
have been modified to incorporate domain knowledge, there are some important con-
cepts that can be applied from this research. Our vector space model representation
[21, 22], whereas admittedly a very coarse reflection of the documents actual con-
tent, does at least allow us to summarize a singe level of the taxonomy via some
useful statistics. These include:

� Cohesion—a measure of similarity within category. This is the average cosine
distance of the documents within a category to the centroid of that category.

� Distinctness—a measure of differentiation between categories. This is one mi-
nus the cosine distance of the category to the centroid of the nearest neighboring
category.

These two criteria are variations to the ones proposed by [1]: compactness and
separation. The advantage of using this approach as opposed to other statistical vali-
dation techniques is that they are more easily computed and also readily understood
by the taxonomy expert. In practice, these metrics often prove useful in identifying
two potential areas of concern in a taxonomy. The first potential problem is “miscel-
laneous” categories. These categories have a diffuse population of documents that
talk about many different things. Such categories may need to be split into one or
more additional categories. The second potential problem is when two different cat-
egories have very similar content. If two or more categories are almost indistinguish-
able in terms of their word content, they may be candidates for merging into a single
category.

Statistical measures, such as cohesion and distinctness, provide a good rough mea-
sure of how well the word content of a category reflects its underlying meaning. For
example, if a category that the user has created is not cohesive, then there is some
doubt as to whether a classifier could learn to recognize a new document as belonging
to that category, because the category is not well-defined in terms of word content.
On the other hand, if a category is not distinct, then there is at least one other category
containing documents with a similar vocabulary. This means that a classifier may
have difficulty distinguishing which of the two similar categories to place a candidate
document in. Of course, cohesion and distinctness are rough and relative metrics,
therefore there is no fixed threshold value at which we can say that a category is not
cohesive enough or lacks sufficient distinctness. In general, whenever a new category
is created, we suggest to the user that the cohesion and distinctness score for the new
category be no worse than the average for the current level of the taxonomy  (see
Figure 5).
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Applying Simple Classifiers

Metrics such as cohesion and distinctness provide a rough measure of how well a
given document taxonomy can be modeled and used to classify new documents. A
more accurate measure can be created by applying a suite of simple classification
algorithms to a training sample of the data and seeing how accurately such classifiers
work on a corresponding unseen test sample. If one or more of the classifiers can
achieve a high level of accuracy on each of the categories, this indicates that there is
sufficient regularity in the document word content to accurately categorize new docu-
ments, assuming the right modeling approach is used.

In eClassifier, we use a three basic approaches, centroid based, naive-bayes (multi-
variate and multinomial) [24], and ID3 decision tree [18] to generate classifiers from
a document collection. These were chosen because they are well established in the
research community, easy to program, and also very quick to train and test—speed is

Figure 5. Validity Measures
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of the essence if we are to give the user immediate feedback on their taxonomy.
Multiple approaches are necessary since taxonomies that are created and edited arbi-
trarily by human experts cannot always be modeled with a single approach. After
modeling, a precision and recall score is displayed for each category that indicates
how well that category can be modeled with that approach. Categories that cannot be
modeled with any approach should be reexamined to see if they can be modified to
make them more modelable.

Ultimately, once all taxonomies have been generated, edited, and validated, they
are saved in a data structure. The data structure records the system or user-given
category name of each category, the membership of each example, a centroid (mean)
in the term occurrence vector space corresponding to each category, and a classifica-
tion model for the taxonomy. In addition, the term occurrence matrix is saved, so that
we have a record of what terms occur in what documents.

We would like to make one final comment on the process of taxonomy creation,
editing, and validation. Clearly, the efficacy of our approach relies heavily on the
user’s ability to define meaningful and useful taxonomies over a data set of docu-
ments. This requires at the very least a certain degree of familiarity at a high level
with the concepts discussed in the document corpus, and ideally a high degree of
subject matter expertise. Ultimately, the quality and efficacy of the generated taxono-
mies when applied to document exploration and retrieval will depend to a large de-
gree on the user’s level of expertise in the domain of the corpus.

The Radial Graph

ONCE MULTIPLE TAXONOMIES HAVE BEEN CREATED and validated, the challenge be-
comes allowing users who seek information from documents to quickly find the cat-
egory or categories in the various taxonomies that are most relevant to the topic they
wish to investigate. For this purpose, we have developed a multiple taxonomy browser,
called MindMap, that allows user to easily navigate multiple taxonomies. MindMap
can work with taxonomies developed via eClassifier, or with any other method. In
this section, we describe the first phase of the MindMap browsing process. MindMap
presents the user with a radial graph representing eight categories, selected from among
all of the taxonomies, that best match an entered query.

These categories are selected by first converting the query into the vector space
model representation. The query is then compared with every category in each of the
taxonomies. First, those taxonomies whose dictionaries contain the greatest number
of the key words in the query are selected. From among these the eight categories
whose centroids are closest to the query in the vector space model are displayed. The
radial graph of these categories presented to the user has a node representing the
query at its center, and the categories color-coded by taxonomy surrounding the query.
The edges of the graph vary in thickness and stroke, indicating how closely associ-
ated they are to the query. The user can now select one of these categories to further
explore in the binary tree view, described below, or further refine the query by select-
ing from a list of related terms presented on the left of the graph in Figure 6 [5].
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The list of related terms is calculated by counting the co-occurrence of every word
in the dictionary with the query string and then using the chi-squared test, used to
determine the independence of two discrete random variables, to find the 40 most
related terms (those with the lowest probability) [17]. Since the dictionaries (vector
space features) may vary between taxonomies, we allow the user to select the most
relevant taxonomy and use the corresponding dictionary to be for the related term
calculation. Selecting any check box immediately adds the selected term to the query
string. This may then cause the radial graph to change since the vector used to com-
pare to the centroids has changed. Therefore the radial graph is updated both in terms
of which nodes displayed and line thickness.

It is often the case that the user is not only interested in a category in an individual
taxonomy, but the relationship between categories in different taxonomies. For ex-
ample, a user may be interested in the petroleum industry in North America. The radial
graph provides an easy way to explore this relationship. By taking the graph node
representing the petroleum industry in the industry taxonomy and dropping it onto the
node representing North America in the geography taxonomy a new node is created
representing the intersection between these two categories. The graph is adjusted so
that the edge between the query node and the combined category represents the strength
of the relationship between the merged category and the query. The new node can now
be selected in order to explore documents in the intersection of these two categories.

Figure 6. Radial Graph
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The radial graph provides a simple and intuitive way for users to find out which
categories are relevant to the topic that they are exploring. Perhaps more important, it
provides a way for users to get a sense of the relationships between taxonomies, some-
times finding surprising relationships that will aid them in gaining knowledge from the
documents. The list of related terms allow users to refine their query in a sensible
manner, and suggests themes to explore that may not have been otherwise known or
considered. By combining nodes the user can quickly explore the relationship between
the concepts represented by different taxonomies. An example is shown in Figure 6.

The Binary Tree

ONCE THE USER SELECTS A CATEGORY from the radial graph, a binary tree is pre-
sented that can be used to further refine the query. The root node of the tree represents
the entire collection of documents matching the user’s query in the selected category.
Each branching of the tree divides the documents based on whether or not they con-
tain some word (i.e., kd-tree) [9]. The tree is initially expanded three levels, with each
branching based on the word that most evenly divides the documents represented by
the parent node. An example is shown in Figure 7.

Each node displays the number and percentage of documents represented by the
node, and the word whose presence or absence characterizes it. A user can select to
change the word to split on at any level in the tree, as well as contract previous expan-
sions. When the user decides to split a node, a list of the five dictionary words that
most evenly split the documents are presented, but a user can also select to choose
from all of the words in the dictionary. If the user does not explicitly select a word to
split on, previously unexpanded nodes are split on the word that most evenly divides
the documents. When the user has found a subset of documents to examine more
closely, the documents can be viewed in the category visualization screen described
in the seventh section.

The advantage of this approach to query refinement is that it allows the user to
narrow the investigation to a manageable subset of documents without having to think
of all the right words up front. The user can also gain insight into the structure of the
category, quickly discovering important subdivisions.

Category Visualization

AFTER THE USER SELECTS A NODE from the MindMap binary tree, the next step is to
present to the user those examples that match the query. One simple way to do this
would be to merely list the examples in order of increasing distance from the centroid
of the category. The disadvantage of this approach is that it essentially reduces our
understanding of each example to a single number. More detailed statistics about each
document are available through the word occurrence matrix calculated earlier. We can
use this information to represent each document as a point in a high-dimensional
geometric space, the position being related to the words the document contains [19].
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The high dimensionality (one dimension for each term) of this space makes it diffi-
cult to visualize in two dimensions. To get around this problem we use the same
approach described in the Document Level subsection, finding an “interesting” plane
in the high-dimensional space and projecting onto this plane by finding the intersec-
tion between the plane and a normal line drawn to each point. The most interesting
plane from the perspective of distinguishing categories of examples is a plane drawn
through the centroid of three categories [6]. It is important to establish a coordinate
system via points of interest on the display, in order to make the visualization mean-
ingful [16]. We do this by labeling the centroid of each cluster at the position of its
projected spatial coordinate.

In MindMap, we display the category chosen by the user along with two other
categories that are nearest neighbors to the chosen category determined using the
cosine distance between centroids. The centroids of these three categories define the
plane of the visualization, and all points in the three categories that match the query
are displayed in the visualization. An example of such a plot is shown in Figure 8.

The points are colored based on category membership. Each point may be investi-
gated further by placing the mouse over it to see a short document excerpt or clicking
on the point to view the document text.

The advantage of this visualization is that documents that are near to each other in
space should also share many terms. This allows the user to quickly locate documents
related to a document of interest. In addition, by showing categories related to the

Figure 7. Napster Binary Tree
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category the user has selected, we may find documents just outside the users area of
interest that are related, and perhaps relevant to, the users query. One weakness of the
current visualization approach is that it focuses on only one taxonomy at a time. A
possible improvement would be to show similar displays of some related taxonomies
in additional panels.

Tests of the MindMap prototype with typical users revealed the necessity to sim-
plify the visualization plots as much as possible. Hence, we only display three cat-
egories at a time. Further simplifications may be necessary depending on the
sophistication of the user community (e.g., displaying only two categories at a time
and using the origin as the third centroid, or even hiding all points not in the selected
user category). Alternative methods of reducing the dimensionality of the feature
space, such as self-organizing maps [3], may also prove useful.

User Scenario

THE FOLLOWING PICTURES REPRESENT a typical usage of MindMap on a data set of
music articles downloaded from the Web. We assume our user is a music company

Figure 8. Napster Document Visualization
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executive who is interested in determining what other music companies are strategi-
cally aligned with Napster. The investigation begins by entering the key word “Napster”
as an initial query. MindMap displays the diagram shown in Figure 6.

Notice that in addition to the company “Napster” the company “Bertelsmann” comes
up as a related concept. The related words that are presented help the user to refine the
query to a specific area of interest. Notice that in addition to single words, commonly
co-occurring phrases are also displayed in the related terms list. Next, our hypotheti-
cal user selects the “Bertlesmann” category because this is a company the user knows
has a strategic relationship with Napster. Keep in mind that the selected category
represents those documents that are focused on or talk about the Bertelsmann com-
pany, not just those that may contain the work “Bertelsmann.” Selecting this node
brings up a further breakdown of the Bertelsmann category by system-selected dic-
tionary terms. The result is shown in Figure 7.

Let us say that the user is interested in the subscription issue, but not in copyrights,
so that therefore the user selects the “-copyright” node underneath the “+subscrip-
tion” node of the tree (the node containing nine examples). This brings up the cat-
egory visualization screen shown in Figure 8. Note that more than nine document
icons are displayed because matching documents in two neighboring categories are
displayed as well.

The two categories that are nearest to Bertelsmann are displayed along with it and
only those documents containing the text “Napster” and “subscription” and not con-
taining “copyright” are displayed. In Figure 8 we see that Napster and EMI were
selected by the system because of their dictionary vector space proximity. Although
the Bertelsmann relationship with Napster is well-known to our user, the relationship
between Napster, Bertelsmann, and EMI is less so. Thus, MindMap has revealed a
high-level relationship at the macro level that can be communicated to the user inde-
pendent of any specific document. To find out more detailed information, the user
selects an EMI document near the “Bertelsmann” concept, resulting in the display
shown in Figure 9.

Thus, the user has rapidly found a document discussing strategic relationships in
the music industry related to Napster and subscription services. Formulating a query
that would discover this same document without pulling down a thousand other unin-
teresting documents would not be nearly as easy for most users. Clearly, in some
instances the MindMap approach allows the user to find a specific type of document
much more readily than standard key word queries alone can.

Scalability

THE EXAMPLE DOCUMENT SETS THAT WE HAVE TESTED using this approach have ranged
in size from 5,000 to 30,000 documents. The total size of the largest text corpus
processed is 100Mb. The text corpus is represented in memory as a sparse term oc-
currence matrix. This matrix is stored on disk for each classification until needed, and
then loaded into memory on demand. This allows us to work with a very large num-
ber of different classifications, in a relatively small memory footprint. We also keep
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in memory a representation of each classification containing, including that classifi-
cations dictionary (usually around 2,000 terms) along with the centroid vector for
each cluster in each classification. The centroid is a dense vector containing a float-
ing-point number for each dictionary term. Most of our implementations have used
less than 10 classifications, each containing between 10 and 20 clusters.

If the dictionary size and number of classifications remain constant, tests show this
approach should scale up to about 1–2 GB of text information on low-end PC hard-
ware (256Mb of RAM and 500Mhz-clock speed). The need for RAM increases lin-
early with an increase in dictionary size or with an increase in the total number of
clusters. The scalability issues would probably preclude our MindMap implementa-
tion from being used in conjunction with a general search engine generating queries
over the entire World Wide Web. We feel this approach is more suitable for much
small to medium-sized document collections, such as abstracts for corporate strategic
document repositories.

Figure 9. Napster-Related Document
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Conclusion and Future Directions

IN SUMMARY, WE HAVE DESCRIBED A SYSTEM and methodology for the exploration
of topics and concepts contained in a document collection. Using eClassifier, we
have generated multiple taxonomies over documents by providing advanced visual-
ization, editing, and validation tools to a domain expert. We then leveraged these
multiple taxonomies along with related terms, visualization, and user interaction to
allow for a comprehensive and flexible investigation of the content using the MindMap
interface.

The advantage of our approach is that it gives the expert user an explicit way to
capture this expertise and to share it throughout the information organization. Unfor-
tunately, this user-directed approach is inherently difficult to evaluate, except in an
anecdotal fashion. In addition, standard measures such as precision and accuracy of
retrieval do not directly apply during the document navigation exercise since the ac-
tual endpoint or result of the MindMap visualization is not a specific set of docu-
ments, but a continuous exploration of the document space. Thus, we leave ourselves
open to the criticism that our method is an ad hoc collection of techniques whose
efficacy cannot be rigorously tested. Whereas the authors do not dispute the desirabil-
ity of such rigorous testing when it is feasible (indeed, we use precision and accuracy
during the taxonomy validation phase in a rigorous fashion), we also feel that it should
not limit the development, integration, and application of proven techniques and al-
gorithms in this space. Our contribution is to show how these multiple text mining
techniques and approaches can be merged together into a coherent taxonomy genera-
tion and editing tool and to demonstrate the power of this approach when applied to
browsing document collections. To date, much research has been spent on finding the
“best” single taxonomy for a given document collection.

We believe there is much more that can be done to enable more understanding and
exploration within document collections. User studies need to take place to deter-
mine the efficacy of each of the methods described here. There is a potential for many
types of analytics that provide the user with deeper insights into concepts and rela-
tionships. We believe that techniques for automatically finding relationships across
multiple taxonomies will be very promising. Incorporation of ontological technolo-
gies would help provide a more semantic interpretation of a broader set of vocabulary
usage [15]. We believe that techniques borrowed from the information extraction
research community will provide additional insights and enable deeper analytics.
Moreover, as technology continues to make better sense of the unstructured informa-
tion contained in documents, it will be compelling to relate this information to more
traditional structured information, such as that found in business intelligence data
warehouses.
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