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Abstract

Insider threat represents a major cyber-security challenge to companies, organiza-

tions, and government agencies. Harmful actions in insider threats are performed by

authorized users in organizations. Due to the fact that an insider is authorized to ac-

cess the organization’s computer systems and has knowledge about the organization’s

security procedures, detecting insider threats is challenging. Many other challenges

exist in this detection problem, including unbalanced data, limited ground truth, and

possible user behaviour changes. This research proposes a comprehensive machine

learning-based framework for insider threat detection, from data pre-processing, a

combination of supervised and unsupervised learning, to deep analysis and meaning-

ful result reporting.

For the data pre-processing step, the framework introduces a data extraction ap-

proach allowing extraction of numerical feature vectors representing user activities

from heterogeneous data, with different data granularity levels and temporal data

representations, and enabling applications of machine learning. In the initial detec-

tion step of the framework, assume no available ground truth, unsupervised learning

methods with different working principles and unsupervised ensembles are explored

for anomaly detection to identify anomalous user behaviours that may indicate in-

sider threats. Furthermore, the framework employs supervised and semi-supervised

machine learning under limited ground truth availability and real-world conditions

to maximize the effectiveness of limited training data and detect insider threats with

high precision. Throughout the thesis, realistic evaluation and comprehensive result

reporting are performed to facilitate understanding of the framework’s performance

under real-world conditions.

Evaluation results on publicly available datasets show the effectiveness of the

proposed approach. High insider threat detection rates are achieved at very low false

positive rates. The robustness of the detection models is also demonstrated and

comparisons with the state-of-the-art confirm the advantages of the approach.
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Chapter 1

Introduction

Insider threat is one of the most dangerous and prevalent security threats that various

institutions, companies and government agencies are facing, where the malicious acts

are performed by authorized personnel inside the organization. Due to the fact that

insiders are authorized to access an organization’s networked systems and are knowl-

edgeable about its structure and security procedures, an insider threat is one of the

most costly types of attacks and hardest to detect. Cyber-security reports show that

at least a half of U.S. companies and public sector organizations (e.g. federal agen-

cies) suffer from insider threats every year [83,102]. With the rise of remote working

and cloud computing, organizations are even more exposed to insider threats. Recent

surveys show that 68% of organizations think that insider attacks have become more

frequent, and 70% have experienced at least one insider attack within the last 12

months [32]. The overall cost of insider threat incidents is measured at an average of

$11.45 million per organization researched in a 2020 report [96]. The leading factors

contributing to the increase in insider threats are: Increased use of applications that

can leak data (e.g. web emails), increased amount of data that leaves the protected

perimeter of an organization under ‘normal’ use cases, more end-user devices, and

migration of sensitive data to the cloud [32].

The insider threat is defined in a recent technical report by the CERT Insider

Threat Center as threats that are carried out by malicious or unintentional insiders,

whose authorized access to the organization’s network, system, and data is exploited

to negatively affect the confidentiality, integrity, availability, or physical well-being of

the organization’s information, information systems, or workforce [105]. Some insider

threat related incidents reported, to date, are data compromisation, such as customer

records, trade secrets or intellectual property, theft of personally identifiable informa-

tion, and IT system sabotage [31, 105]. Not only may insider threats directly cause

operational disruption / outage, loss of critical data, and incurring remediating costs,
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but the impact of insider threats may also result in loss of revenue and competitive

edge, brand damage, and legal liabilities [32, 96]. Furthermore, the impact of insider

threat is potentially multiplied by the delay in detection, due to the challenges in

detecting insider threats. Reports show that detecting and containing insider attacks

takes 77 days on average [96], and in 42% of the cases, remediation is after data loss

has occurred [32]. In short, insider threat poses a serious cyber-security challenge,

which needs to be addressed with high priority to ensure the continued security of

such systems and therefore an organization’s functionality.

Distinct from traditional intrusion detection tasks, many challenges of insider

threat detection come from the fact that the insider is authorized to access the or-

ganization’s computer systems and has familiarity with the organization’s security

layers. Furthermore, in most organizations, the activities of insiders with malicious

intent occur infrequently. Thus, data available to describe the activity is usually rare

and not well-documented [7]. Finally, challenges of insider threat detection may arise

from the need to process and investigate a wide range of data types in organizational

environments, from network traffic, web and file access logs, to email history, or em-

ployee information. The available data also differs significantly by organization. The

detection problem is further complicated by the recent trend towards migrating ser-

vices to the cloud and remote working. Hence only a small fraction of organizations

have tools and (the human) resources to interpret user’s behaviour and intent from

the monitoring data collected [32,83].

This thesis presents a machine learning (ML) based system that focuses on user-

centered analysis for insider threat detection, which aims to present a complete ML

based insider threat detection solution. We propose and evaluate a workflow for user-

centered insider threat detection, from data collection and pre-processing, anomaly

detection, to data analysis using ML classification models, and alert reporting and

analysis. The proposed system aims to assist cyber-security analysts while employing

minimal data labelling overheads (unsupervised learning) or working under limited

ground truth conditions to identify threats in unknown data, and provide useful

insights to insider threat remediation.
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1.1 Research Objectives

The main objective of this research is to propose and evaluate a ML based framework

with different stages of insider threat detection in corporate and organizational envi-

ronments. Based on real-world conditions for insider threat detection, the research

aims to emphasize the use of machine learning with no ground truth (without labelled

data) and with very limited ground truth for anomalous behaviours and insider threat

detection. To this end, the following objectives are studied on different data sources

that were publicly available to researchers.

1. Exploring data processing techniques to extract data with rich details describing

user activities from heterogeneous organizational data sources.

2. Assessing the impacts of different levels of data granularity, in terms of insider

detection performance and response time.

3. Exploring different temporal representations of data to highlight user behaviour

changes, in order to improve detection effectiveness.

4. Examining unsupervised ML techniques for identifying signs of anomalous be-

haviours that may indicate insider threats. This is the initial and important

detection step in cyber-security workflow, where early signs of user behaviour

changes (anomaly) are flagged for further investigation, potentially to detect

both known and unknown (zero-day) attacks/vulnerabilities.

5. Exploring anomaly detection ensembles based on different schemes of combin-

ing anomaly detection methods, in order to enhance detection capabilities and

robustness.

6. Investigating different conditions for the application of ML to insider threat

detection. Realistic limitations are adopted in order to obtain results reflect-

ing real-world environments and highlight the differences compared to training

under ideal (typical ML) conditions. Furthermore, impacts of different factors,

e.g. training data poisoning, number of users in training data, and the duration

of training data, are examined.
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7. Investigating the effect of various supervised and semi-supervised machine learn-

ing algorithms on insider threat detection, under different situations reflecting

real-world cases, in order to maximize the effectiveness of limited labelled train-

ing data.

1.2 Contributions

The main contribution of this thesis is the design and evaluation of a complete insider

threat detection framework based on machine learning, from data pre-processing to

initial detection using anomaly detection, and insider threat classification under real-

istic conditions including the constraints faced in practice in organizations. In doing

so, the contributions of this thesis can be summarized as follows.

1. A complete system, from processing raw log data, a combination of supervised

and unsupervised learning, to deep result analysis, is proposed to assist the

cyber-security analyst in all phases of data monitoring and analysis for insider

threat detection.

2. The research comprehensively assesses the effect of different data granularity

levels and training conditions of ML in insider threat detection. Furthermore,

different representations of data, namely concatenation, percentile, mean and

median difference, are introduced for ML-based anomaly detection algorithms,

where temporal information is encoded to highlight user behaviour changes.

3. Unsupervised machine learning approaches and unsupervised ensembles are in-

vestigated in anomaly detection, as an initial step in insider threat detection.

The proposed approach demonstrates the ability to generalize and detect mali-

cious insiders under very low investigation budgets, which achieves state-of-the-

art performance and robustness on insider threat detection and related prob-

lems.

4. Assuming limited available ground truth and training regimes with constraints

reflecting real-world conditions, supervised and semi-supervised machine learn-

ing algorithms are examined and shown to be able to improve detection precision
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and accuracy. The approach allows learning from very limited data for insider

threat detection in unseen data at high recall and very low positive rates. Ad-

ditionally, automated model optimization based on evolutionary computation

is explored for further performance gains.

5. Comprehensive result reporting is performed at each step to adequately present

detection performance under real-world considerations. Per instance and per

user results are reported throughout the thesis, and malicious cases are inves-

tigated, for a better view of system performance. Furthermore, detection delay

metric is investigated to measure the elapsed time between malicious behaviour

and detection.

The performance of the proposed system is demonstrated on publicly available

datasets depicting insider threat and related activities. Several results have been

published in journals and conferences in related fields, such as network security and

management, cyber-security, artificial intelligence and machine learning [38,60–72].

The unsupervised machine learning / anomaly detection approaches to the initial

detection step have been published in [63, 66, 67, 69]. In [63], different approaches to

data extraction for machine learning for insider threat detection, namely sequential

and numerical data, were explored. In [66,69], the focus was to employ temporal rep-

resentations of data to achieve state-of-the-art detection performance using popular

anomaly detection techniques and ensemble approaches. Later detection steps are

presented in [61,65,67,70–72]. Specifically, in [65,71], machine learning classification

techniques are employed to examine effects of data granularity levels, and limited

training conditions, as well as to perform malicious behaviour analysis. Feature re-

duction and transformation techniques are examined in [38, 67]. On the other hand,

genetic programming based approaches are examined in [60, 61] for insider threat

detection under dynamic conditions of feature and label spaces. Finally, in [72], we

further examine the ability of machine learning under real-world conditions and con-

straints for insider threat detection via different training regimes for a semi-supervised

learning based approach.
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1.3 Organization of the Thesis

The thesis is structured into eight chapters, as follows.

Chapter 2 provides background information and reviews the literature on insider

threat detection and related cyber-security problems. While ML has been adopted

widely for insider threat in the literature, different issues are identified and presented

in the chapter, along with the research gaps addressed in this thesis.

Chapter 3 presents an overview of the proposed system, from data sources, pre-

processing, to initial detection and classification, to result reporting and analysis.

Chapter 4 details the employed datasets and pre-processing steps to enable ma-

chine learning applications. Data extraction approaches, sequential and numerical,

are compared in this chapter. Furthermore, this chapter introduces different levels of

data granularity and temporal representations of data.

Chapter 5 describes anomaly detection approaches based on unsupervised ma-

chine learning for identifying signs of anomalous behaviours that may indicate in-

sider threats. This is the initial and important detection step in cyber-security

workflow, where early signs of user behavioural changes (anomaly) are flagged for

further investigation, potentially to detect both known and unknown (zero-day) at-

tacks/vulnerabilities.

Chapter 6 details the use of supervised machine learning on multiple levels of data

granularity and realistic conditions for identifying not only malicious behaviours, but

also malicious insiders. Detailed analysis of popular insider threat scenarios with

different performance measures is presented in this chapter to facilitate the realistic

estimation of system performance.

Chapter 7 presents a semi-supervised learning approach to insider threat detection

under different training regimes reflecting limited real-world conditions. These include

obtaining the initial ground truth data through random sampling versus knowledge of

a certain type of insider malicious behaviour or by anomaly detection system scores.

Finally, Chapter 8 wraps the thesis by providing conclusions summarizing the

research and discusses possible future research directions.



Chapter 2

Background and Related Work

Insider threat detection is a challenging research problem, not only to the research

community but also to government agencies and cyber-security firms. Thus, research

into insider threat detection and related cyber-security issues attracted a lot of atten-

tion in recent years. This chapter presents background on the insider threat problem

and related work from recent literature.

2.1 Background

Insider threat is defined in a guide to mitigation by the US’s Cyber-security and

Infrastructure Security Agency [31] as:

“the potential for an insider to use their authorized access or special understand-

ing of an organization to harm that organization. This harm can include malicious,

complacent, or unintentional acts that negatively affect the integrity, confidentiality,

and availability of the organization, its data, personnel, facilities, and associated re-

sources”.

In that, an insider is “any person who has or had authorized access to or knowledge

of an organization’s resources, including personnel, facilities, information, equipment,

networks, and systems” [31].

Figure 2.1 [29] show a summary the factors involved in insider threat, from individ-

uals, organization’s assets, to insiders’ actions and their consequences. The defining

characteristic of insider threat is authorized access entitled to a current or former

employee, contractor, or business partner, by that harmful actions are performed.

Insider threats can be intentional or unintentional. Intentional insiders, or ma-

licious insiders, carry out actions that harm an organization for personal benefit or

to act on a personal grievance intentionally. Common factors that lead to mali-

cious insider actions are perceived grievance, ambition, financial pressures, or even

perceived public good. Insider IT sabotage and workplace violence may originate

7
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Figure 2.1: Insider threat factors [29]

from disgruntlement, which in turn is possibly the result of termination or unmet

expectations (e.g. insufficient salary increase or bonus, diminished authority or re-

sponsibilities, perception of unfair work requirements) [105]. In many cases, malicious

insiders have stolen proprietary data or intellectual property to advance their careers,

or to benefit their new organizations. Insiders may also collaborate with an external

threat actor to compromise an organization (collusion). These incidents frequently

involve cyber-criminals recruiting an insider to enable fraud, intellectual property

theft, espionage, or a combination of the three [31]. In 2020, more than a quarter

of insider threat cases recorded by the CERT National Insider Threat Center involve

collusion [86].

Unintentional insiders are an organization’s personnel who bear them no malice

but whose actions unintentionally expose the organizations to risk in some way [48].

The source of unintentional insider threat can be negligent or accidental acts. Negli-

gent insiders may expose an organization to a threat by their lack of good judgment

or carelessness. Insiders of this type are generally familiar with security and/or IT



9

Figure 2.2: Potential Consequences of an Insider Incident [31]

policies but choose to ignore them, creating risk to the organization. Examples in-

clude improper use and management of personal equipment, misplacing or losing a

portable storage device containing sensitive information, and ignoring messages to

install new updates and security patches [31,48]. On the other hand, accidental unin-

tentional insider threat is the potential unintended risk to an organization, caused by

mistakes of oblivious or näıve employees. Examples include accidental disclosure (e.g.

via the internet) of sensitive information, sending sensitive information to the wrong

party via email, unknowingly or inadvertently clicking on a hyperlink or opening an

attachment that contains a virus within a phishing email, or improperly disposing of

sensitive documents [31].

Figure 2.2 [31] lists some potential consequences of an insider incident. Losses

from insider threat may result from physical damage to infrastructure, disruption

of productivity, intellectual property theft, accidental leakage of sensitive data, or

insult to an organization’s reputation [31]. The severity and financial damage caused

by insider threat also come from the time it takes to contain an insider incident.

For example, a recent survey shows that incidents that took more than 90 days to

contain cost organizations $13.71 million on an annualized basis, while incidents that

lasted less than 30 days cost roughly half, at $7.12 million [96]. The same survey

also indicates that it takes an average of more than two months to contain an insider

incident.

While employee training and education programs may prevent or reduce the preva-

lence of some types of insider threats, such as negligent acts, many factors leading to

insider threats are unavoidable in organizational environments. For example, orga-

nizations can successfully work to minimize accidents, but they will occur and may
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not be completely prevented [31]. Because of the damage and urgency, research into

insider threat detection is greatly needed. In the following section, we summarize the

literature in this field.

2.2 Related Work

In this section, firstly the literature surveys and general guidelines to insider threat

detection and mitigation are presented in Section 2.2.1. As the focus of this thesis is

machine learning applications in insider threat detection, we quickly discuss non-ML

based research in this field in Section 2.2.2, before focusing on ML based approaches

in Section 2.2.3. Finally, related cyber-security problems, such as user identification

and lateral movement detection, are mentioned in Section 2.2.4.

2.2.1 Literature Surveys and Guidelines

Addressing the rising problem of insider threats, many guides are published to pro-

mote best cyber-security practices for preventing and detecting insider threats [30,31,

87, 105, 111]. The CERT National Insider Threat Center publishes “Common Sense

Guide to Mitigating Insider Threats”, currently in its sixth edition [105]. The guide-

line describes 21 practices that organizations should implement across the enterprise

to prevent and detect insider threats, as well as case studies of organizations that

failed to do so. Examples are “Know and protect your critical assets”, “Monitor

and respond to suspicious or disruptive behaviour”, and “Enforce separation of du-

ties and least privilege” [105]. Each practice includes challenges to implementation,

high-impact solutions for small and large organizations, and is mapped to relevant

security standards. The guide focuses on six groups within an organization – Hu-

man Resources, Legal, Physical Security, Data Owners, Information Technology, and

Software Engineering – and maps the relevant groups to each practice.

Recently, an insider threat mitigation guide is published by the US’s Cyber-

security and Infrastructure Security Agency [31]. The guide provides up-to-date defi-

nitions of insider threat and relevant factors, and outlines the principles to build a suc-

cessful insider threat mitigation program. Not only indicators to detect and identify

insider threats are presented, but the guide also outlines steps to assess and manage

insider threats. In Canada, a recent guide by Public safety Canada [30] presents eight
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recommended security actions to enhance Canada’s critical infrastructure resilience

to insider risk. The guide is organized into three main themes: “Establish a holistic

approach to security”, “know and empower your people”, and “identify and protect

what is critical”.

Earlier surveys [7, 48, 100] summarize the problem of insider attack and uninten-

tional insider threat in computer science literature. In [7], Azaria et al. presents

a multidisciplinary survey of insider threat capturing contributions from computer

scientists, psychologists, criminologists, and security practitioners, and highlights

the challenges in highly imbalanced data in insider threat detection. Recent sur-

veys, [52, 81], provide systematization of knowledge in the insider threat research

literature. In [81], Liu et al. reviewed insider threats and related cyber-security

problems, such as malware and advanced persistent threats. The survey is organized

around the advanced persistent threat (APT) intrusion kill chain and covers three

major types of insiders, namely traitor, masquerader and unintentional perpetrator.

The survey also discusses detection approaches from a data analytics perspective,

where the literature is presented according to host, network, or contextual data based

analytics. In [52], Homoliak et al. focus on a structural taxonomy and novel catego-

rization of insider threat related research. The work identified four main categories

of research and development efforts: Incidents and datasets, analysis of incidents,

simulations, and defence solutions.

2.2.2 Non-ML Detection Approaches

As the insider threat problem can be related to human factors, many researchers ap-

proach the problem using psychological models and decision-making theories [47, 74,

75, 91]. In [91], Padayachee et al. applied opportunity theories from criminology for

conceptualizing insider threats, as well as opportunity-reducing measures for assisting

insider threat mitigation. The evaluation in the paper focuses on proactive mitigation

strategy and seeks to conceptualize the element of opportunity for implementing infor-

mation security controls, such as increase the effort [of performing insider attack] (e.g.

control of access to facilities, target hardening), reduce the rewards (e.g. concealing

and removing targets, denying benefits [of successful attacks]), reduce provocations,
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and reduce excuses. In [47], Greitzer et al. proposed a predictive modelling frame-

work that integrates multiple data sources and psychological/motivational factors for

assisting the data analyst in detecting high-risk behaviours. The framework performs

reasoning based on hierarchical ontological networks and a memory mechanism to

identify changes in user behaviours. The knowledge is represented using Ontology

Web Language in the work. However, the work did not perform an evaluation to

demonstrate the effectiveness of the proposed approach.

Legg et al. in [74] proposed a framework for modelling insider threats based on

behavioural and psychological observations. Based on a proposed conceptual model of

relationships between elements in four categories: Enterprise, information, technology

and physical, the framework allows an analyst to reason and describe potential insider

threats from different domains, such as human behaviours and organizational policies.

Nevertheless, the work lacks evaluations showing how such a model can be applied

successfully in real-world contexts. In [75], Legg et al. further explored the con-

ceptual model with multi-level anomaly alerts based on policy violations, previously

recognized attacks, or distance-based thresholds and deviations. The work defined a

tree-structure profiling approach to generate user and role-based profiles to describe

the users’ activities within an organization. Visualization techniques are applied to

highlight user activities for inspection and provide deviation measurement based on

comparison across peers and observations. Evaluations are performed on their own

synthetic datasets and an early version of the CERT insider threat dataset [24]. While

the number of generated alerts are presented in the results, the paper remains vague

in the actual detection performance of the system.

In [88], Nurse et al. introduced a modelling framework to characterize insider

attacks and to facilitate an understanding of the problem, its many components and

how they all fit together. The model is heavily dependent on experts knowledge in

the domain, which is acquired by manual investigation of insider threats accidents

case by case, over different contexts and organization structures. The framework

is useful for general understanding of the threat, and also for reflection, modelling

past attacks and looking for useful patterns. In [3], Agrafiotis et al. expanded the

framework and described a methodology for identification of behaviours of interest

from 120 insider attack case studies analyzed. Attack-pattern trees are designed to
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highlight the possible paths that an attacker can follow for a specific threat. The

work suggests that constructed attack steps can be linked to features and anomaly

metrics to enhance detection systems.

Finally, in [51], Ho et al. focus on the interpretation of dynamic human infor-

mation behaviour in an organizational setting, which takes into account the trust-

worthiness and human sensors’ attribution in close relationships. Through a number

of propositions, the paper argues that the group can collectively attribute a shift in

trustworthiness – via communication cues – when an individual violates integrity-

based trust. The work demonstrated the application in an empirical experiment,

where a focal actor’s betrayal concealed in the deceptive activities were identifiable

through the group’s collective cognitive and communication.

2.2.3 Machine Learning based Insider Threat Detection

Considering the huge amount of data acquired daily in any organization, ML based

solutions are one of the most promising approaches for solving cyber-security chal-

lenges in the current era [13,21]. The advantage of ML is the ability to automatically

learn from a large amount of data and identify patterns potentially characterizing

malicious activities or anomalous behaviours.

2.2.3.1 Anomaly detection

Anomaly detection is a popular approach employing ML in insider threat detection,

where normal user behaviour models are built and anomalies are identified as devi-

ations from the normal behaviour. An anomalous alert, in this case, may indicate

changes in employee behaviours as a potential early indicator of insider threats.

A popular research direction for this problem is graph-based anomaly detec-

tion [17, 37, 40, 78, 92, 106]. Graphs are employed for their ability to capture and

model relationships, such as interactions between users and files. In [37], Eberle et

al. employed Graph-Based Anomaly Detection (GBAD) for insider threat detection.

GBAD takes input as a graph in which labelled vertices and edges represent entities

and relationships/actions between entities, respectively. Three possible changes to a

graph – modifications, insertions and deletions – are measured using the minimum

description length, which allows GBAD to discover anomalous instances of structural
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patterns in graph data. The approach is evaluated using Enron email dataset and

cellphone traffic to identify interesting graph patterns. In [92], Parveen et al. ex-

panded the GBAD based learning approach with stream mining. Three varieties of

GBAD are employed to generate an ensemble of models, and stream mining is enabled

using the weighted average between the most recent data chunks. The approach is

evaluated on 1998 Lincoln Laboratory intrusion detection dataset of system calls and

demonstrated high detection rates at low false positive rates in stream settings.

In [17], Brdiczka et al. proposed a framework combining structural anomaly detec-

tion and psychological profiling for detecting insider threats. Graph analysis, dynamic

tracking, and machine learning are performed in structural anomaly detection step

to detect anomalies in network data, while psychological profiling step constructs dy-

namic psychological profiles from behavioural patterns. Threats are identified through

a fusion and ranking of outcomes from the two steps. The approach was evaluated on

an online gaming dataset (World of Warcraft) to detect anomalous behaviours (guild

quitting) and predict a player’s personality from in-game behaviour, achieved up to

89% accuracy.

Gamachchi et al. proposed a framework based on a graph learning and Isola-

tion Forest to analyze heterogeneous data in isolating possible malicious users [40].

Based on release R4.2 of the CERT insider threat dataset [24], the framework gen-

erates graph attributes from authentication and web access data. Isolation forest is

then employed to produce anomaly scores for individual users from graph extracted

features and features extracted directly from authentication, removable media usage

records, and psychometric scores. The work reported the distribution of anomaly

scores but failed to show the effectiveness of the approach in detecting malicious

users in the dataset.

Recently, in [78], Liu et al. presented an approach based on graph embedding for

detecting insider and related cyber threats. Heterogeneous graphs are generated based

on data sources and time, using a set of graph construction rules. Word2vec is then

employed to map log entries into low-dimensional vectors through context generated

from the heterogeneous graph using random walk. A clustering algorithm can then

be applied to the extracted data and thresholds are set to isolate the suspicious

log entries. The approach achieved Area Under the Curve (AUC) of 0.93 on CERT
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dataset R6.2, and 0.91 on LANL dataset [55]. However, the evaluations are performed

only on subsets picked the datasets: On CERT R6.2, only 6 malicious users and 12

normal users (in total 4000 users) are included; on LANL dataset, only 50 (in 98)

malicious users and 90 (in 11K) normal users are included.

Another approach to anomaly detection is to model the sequences of user actions

and employ them to detect unusual sequences [97, 103]. A Hidden Markov Model

(HMM) was applied by Rashid et al. in [97] to capture each user’s normal weekly

activity sequences of common activities. Anomalous weekly action sequences are

detected by the model through log probability generated by the user’s HMM, and

each user’s HMM is updated by retraining with the week’s sequence if it is confirmed

to be normal. The approach is evaluated on CERT R4.2 dataset, in that 1000 HMMs

are maintained and updated every week for 1000 users in the dataset, and achieved

AUC of 0.83.

In [5], Aldairi et al. presented an approach to extract features from heteroge-

neous log data representing user activities periodically (daily to yearly). In addition

to extracted data features, the work employs trust scores based on anomaly scores

generated for each user in a previous cycle to train the detection model in each

cycle. Using two unsupervised learning algorithms – One class Support Vector Ma-

chine (SVM) and Isolation forest, the approach achieved AUC of 0.89 (daily) to 0.97

(yearly) on CERT R4.2 dataset. Nevertheless, the value of insider threat detection

under long periods (quarterly, yearly) is questionable, as with those data extraction

settings, detection would likely occur after all the damages happened. Furthermore,

reviewing a quarter or a year of an user activities to confirm an alert would be a

significant burden to the analyst.

Many insider threat detection systems, [17,41,41,45,101,103], were supported by

the U.S. Defense Advanced Research Projects agency’s project ADAMS1 – Anomaly

Detection At Multiple-scales. The project aimed to “identify patterns and anomalies

in very large datasets” in order to detect and prevent insider threats. In [45, 103],

various anomaly detection algorithms, including HMM and Gaussian Mixture Models

(GMM), were employed in an ensemble on user activity log data for identifying insider

threat indicators. The ensemble detection approach works on features extracted from

1https://www.darpa.mil/program/anomaly-detection-at-multiple-scales
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a day or a month of user activities. Additionally, a visual language for describing

anomalies was proposed in the work of [103]. Evaluations are performed on a private

dataset with inserted red-team activities, and showed detection AUC of 0.76 to 0.93,

by month.

With the popularity of deep learning and its growing applications in cyber-security,

different approaches based on the algorithms were proposed for insider threat detec-

tion recently [79, 80, 84, 108]. In [108], Tuor et al. proposed an anomaly detection

system based on retraining a deep neural network, or recurrent neural networks on

daily user data to generate anomaly scores. Similar to [97], the approach requires

maintaining a detection model per user and updating it daily. While starting with no

ground truth, the approach requires labelling by the analyst in each training cycle (i.e.

a day), in order to calculate the loss function for training the neural networks. Test

results on CERT R6.2 (obtained on 15% of the dataset on weekdays only) achieved

100% detection rate at a daily budget of 400 alerts, which is equivalent to 10% FPR

(of 4000 users’ daily data).

In [79], Liu et al. presented an approach to convert weekly user’s log data from

multiple sources into text corpus. A neural network (Word2vec) is then employed to

learn word associations from the corpus and produce behavioural probabilities. Based

on the probabilities, a threshold is used to indicate if users’ events are suspicious, and

a user is labelled as malicious if he/she is associated with multiple suspicious events.

The approach is evaluated on a subset of 500 (in 4000) users and 3 (in 6) malicious

users picked from CERT R6.2 dataset, and achieved an AUC of 0.956.

2.2.3.2 Other ML based approaches

Other recent ML based approaches to insider threat detection include supervised

learning [41,53], stream online learning [15,108], and Bayesian-based approaches [85,

99].

Gavai et al. applied different ML methods on organizational data to detect not

only anomalies but also early “quitter” indicators, where both may suggest insider

threats [41]. Based on a private dataset, the work extract features from social data

including email communication patterns and content, web browsing, and file and

machine access patterns. Isolation forest is employed for anomaly detection, while
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random forest is used for quitter classification. Results show AUC of 0.77 for anomaly

detection, and normalized accuracy of 73.4% in quitter detection.

In [53], Jiang et al. applied graph convolutional neural network for insider threat

detection. Proposing that users’ relationships may contain essential information that

is useful to detect malicious users or groups, the work characterizes users’ behaviours

and their connection relationships into a graph to train graph convolutional network

models. Evaluated on CERT R4.2, the supervised learning approach achieved 94.5%

accuracy and 83% detection rate.

Bose et al. proposed a system employing scalable supervised and unsupervised

learning algorithms on a fusion of heterogeneous data streams to detect anomalies

and insider threats [15]. The work focuses on real-time processing and analysis of

data and training of the detection models. In the anomaly detection component, a

hierarchy of simple correlation filters is used to target malicious actions, such as data

exfiltration and inappropriate access, and aggregate anomaly alerts. In the detection

component, streaming machine learning based on k-nearest neighbours algorithm is

used. On an older version of the CERT insider threat dataset (release R2), detection

rate of 50% at 8% precision is demonstrated by the approach.

In [99] Roberts et al. applied Bayesian Networks as a modelling tool for enterprise

data. Bayesian network is selected for its portability, privacy, and simplicity. The

work also compares different scenarios, e.g. a change in the organizational environ-

ment or a detector/sensor, for generating Bayesian networks. Test results on subsets

(3 months) of CERT R4.2 dataset, where data instances are represented monthly in

the approach, showed 100% detection rate at 0.89% False positive rate.

In [85], Meng et al. employed a Bayesian based trust management approach for

insider attacks in healthcare software-defined networks. Based on findings from sur-

veys on healthcare organizations, the authors develop a trust-based approach based

on Bayesian inference to detect malicious devices in healthcare environments. In the

software defined network, the centralized server observes the traffic and assign trust

levels to devices based on the total number of packets and the number of benign pack-

ets, using Bayesian rules. Experimental evaluations are performed on simulated data

and in a real hospital environment to demonstrate the effectiveness of the approach,

where the trust value of malicious devices are quickly decreased.
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2.2.4 Related Cyber-security Problems

User identification and masquerader detection are closely related to insider threat

[81]. In [101], Salem and Stolfo proposed a user profiling approach via modelling

user search behaviour to detect deviations indicating a masquerade attack. The

work hypothesizes that differences appear in search behaviours, where each normal

individual knows their own file system well enough to quickly search and locate the

target file/information. Masqueraders, on the other hand, would likely search more

extensively and broadly or in a different manner due to the lack of knowledge about

the file system and layout. A small set of search related features is extracted in the

work to train One class SVM based anomaly detection. Results on RUU dataset of

Windows log containing 18 normal users’ data and simulated masquerader data –

extracted by 2 minute periods – showed AUC of 0.98, and 100% detection rate at

1.1% false positive rate.

Similarly, in [106], Toffalini et al. proposed masquerader detection approaches

based on anomaly detection in user search and file access behaviours. The work

employs a graph partitioning technique (Markov Clustering) on weighted oriented

graphs generated from a history of a user and events recorded in a time window (the

user’s session), based on the idea that strongly connected nodes have to belong into

the same cluster. New input in a time window is compared to the user’s graph through

a similarity function defined over pairs of vertex clusters. The approach achieved a

mean AUC of 0.944 on 2 minutes time windows of WUIL dataset, and 0.851 on 30

minutes time windows of TWOS dataset [49].

In [94], Peng et al. reviewed user profiling in intrusion detection. The work

summaries behavioural based intrusion detection systems from the viewpoint of user

behaviours, based on biometric, psychometric, or combined user profiles. In [56], Kent

et al. proposed representing authentication data in enterprise networks as a set of

user-specific authentication graphs. Based on the graphs, the work extracts features

using a proposed time-constrained path distance algorithm to enable analysis, such

as user classification and intrusion detection. In a private dataset from Los Alamos

National Laboratory (LANL), the work demonstrated the ability to differentiate ad-

ministrative and general users as well as finding compromised users, with AUCs of

0.907 and 0.915, respectively.
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Another closely related problem to insider threat detection is lateral movement

detection, in which many malicious actions are also performed using insider accounts.

Lateral movement is used as a technique in advanced persistent threat by threat actors

to gain access to their intended targets, moving through compromised accounts and

systems of the victim organization. Recently proposed machine learning approaches

for lateral movement detection are graph analysis [16, 78, 116], recurrent neural net-

works [20], and other supervised learning techniques [14]. In [116], Zhao et al. pro-

posed a continuous temporal lateral movement detection framework, in which remote

and local authentication events are represented as a path connection graph and a bi-

partite graph, respectively. Path features are generated from the graph dataset, using

breadth-first search algorithm with time constraints. Anomaly detection based on fa-

miliarity measurement is then applied to the extracted features to detect anomalous

authentication paths. The approach is evaluated on LANL dataset [55] and achieved

an AUC of 0.92 in detecting their injected attacks (instead of attacks provided in the

dataset).

In [16], a similar graph-based approach is proposed by Bowman et al. Using an au-

thentication graph created from input data, the approach performs unsupervised node

embedding generation to enable anomaly detection. Low-probability authentication

events are learned via a logistic regression link predictor. The approach requires pure

normal data for training and achieves a detection rate of 85% with 0.9% false positive

rate on LANL dataset (30% as testing data). On the same dataset, Bian et al. [14]

instead applied supervised ML methods to classify daily malicious authentications

based on extracted features from authentication graphs. Best AUC of 0.995 achieved

by Random forest, on data subsets of only one day of remote authentication actions.

In [20], Brown et al. employed recurrent neural network with attention mechanism

to detect anomalous authentication activities at log line level on LANL dataset. Test

results on a single day show AUC of 0.99 at log line level.

2.3 Summary

Background on insider threat and the related work in the literature on insider threat

detection are reviewed in this chapter. The related literature is organized into four
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main categories: (1) literature surveys and guidelines, (2) non-ML detection ap-

proaches, (3) ML based detection approaches, and (4) related cyber-security prob-

lems.

The following particular gaps can be observed from the literature on insider threat

detection approaches, which we aim to address:

• There are only several works capable of learning from heterogeneous data for

detection [15, 40, 79, 108]. This naturally creates a problem of ranking and

prioritizing anomaly alerts from detection models on different data sources to

present to the analyst, which may not be intuitive in an unsupervised setting.

Furthermore, many works in the literature require maintaining and updating

multiple complex detection models, such as deep learning, per each user in an

organization [40, 97, 106, 108]. Not only this greatly increases the computation

and storage requirements, but ranking anomaly scores by users also needs to

be addressed as well, as each user may have a different scale for anomaly scores

based on their personalized detection model. To avoid the issues and provide

a unified view to the security analyst for simplifying the investigation process,

the proposed approach in this research is designed to work on heterogeneous

data (from all sources). We also focus on the use of unified detection models for

all users, which naturally provides the ability to prioritize users and behaviours

in its alerts, while reducing computation overheads.

• While the objective of insider threat detection is malicious and/or masquerad-

ing users and behaviours, most of the works in the literature omit reporting the

results based on users. There are only a few works that report user-based re-

sults in a limited manner [40,79,106]. Due to the diversity in a users’ roles and

behaviours within an organization, high detection rates by data instances or

log lines may not necessarily translate to all malicious insiders being detected.

In an attempt to shed light on this issue and to provide user-centered report-

ing of the system’s results, we distinguish between malicious actions detected

and malicious users detected in this research. User-based results are reported

throughout the thesis for that purpose. Similarly, although the delay in detec-

tion is directly related to the cost of insider incidents [96], none of the work in

the literature to date addressed this issue. To address this, in this thesis, we



21

report detection delay, i.e. the time period between the first malicious action

and when the insider is detected by the system.

• In the literature, there is rarely a comprehensive detection approach for insider

threat detection [15], where the vast majority of proposed works are based on

either unsupervised anomaly detection or supervised ML for classification. In

this thesis, we introduce a complete system to assist the cyber-security analyst

in all phases of data monitoring and analysis, from processing the raw log data,

a combination of unsupervised and supervised learning, to deep analysis and

meaningful result reporting.

• A common problem to proposed approaches in the literature is that they assume

unrealistic settings for training and evaluation of ML approaches [5, 78–80, 99,

108], such as incomplete evaluation (only on a selected subset of test data),

private datasets, and partial result reporting. Throughout this thesis, we adopt

a realistic setting for training and evaluation of the detection approach, and re-

port results comprehensively, in order to demonstrate the system performances

in real-world conditions.

• Some works in the literature report the importance of temporal information

in dealing with insider threat, which is highly related to the human factors

[84, 97, 103, 108]. Notable attempts to leverage temporal information include a

moving average approach [108], graph embedding [78], or employing ML models

with temporal learning capabilities [97, 108]. This thesis instead explores the

representation of temporal information in data for anomaly detection training.

With dynamics and user behaviour changes in mind, we keep the focus on de-

tecting the changes in each user’s most recent activities instead of the whole

/ averaging over the time range of data. Furthermore, instead of affixing to

a single data granularity level, i.e. time period for detection, we explore dif-

ferent levels of granularity in data extraction, from hours to a week of user

data, to allow comprehensive assessment and selecting the best setting for each

application scenario.



Chapter 3

Overview of the Insider Threat Detection Framework

This chapter presents an overview of the insider threat detection framework proposed

in this thesis. A general description of the components in the framework is also

provided in this chapter.

3.1 Framework Overview

A framework for machine learning applications in detecting insider threats in cor-

porate and organizational computer systems is proposed in this thesis. Figure 3.1

illustrates the components of the framework. The workflow is designed to be modu-

lar and easily expandable for a wide range of corporate environments, data acquisition

conditions, as well as learning and analysis methods.

As presented in Figure 3.1, the framework is organized as follows:

1. Data collection: data from multiple sources are collected and stored in unified

formats. The two main sources are:

• User activities, e.g. network traffic, email, authentication, and process logs

• Organization structure and users’ information.

2. Data pre-processing: heterogeneous data from different sources is aggregated

and processed to construct feature vectors representing user activities and profile

information at different granularity levels. The extracted data can be further

processed with temporal information in representation.

3. Unsupervised learning algorithms are employed for the initial detection step to

detect any anomalies as possible indicators of insider threats.

4. Supervised and semi-supervised ML algorithms are then employed for data an-

alytics based on the constructed feature vectors and limited ground truth.

22
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5. Results are presented in different formats, and detailed analysis is provided to

the system analyst.

Figure 3.2 depicts the process of transforming from data events from heterogeneous

sources to alerts and indicators of insider threat behaviours and malicious users by

the detection system, based on the Model-based predictive classification concept [46].

The system is designed to operate with the participation / supervision of security

analysts in many steps, especially in initial detection, where the early signs of mali-

cious behaviours and abnormal activities are investigated. Human analysts play an

important role not only in the analysis of system warnings and alerts, but also in

performing the necessary actions to return the system to ‘normal’ operation after an

attack.

In this thesis, we assume five benchmarking datasets: CERT datasets (R4.2, R5.2,

and R6.2), LANL dataset, and TWOS dataset (Section 4.1). The data pre-processing

steps are presented in Chapter 4. Data collected from different sources in corporate

environments are aggregated and organized by user and time. The unified data is then

used, together with user profiles, to extract numerical vector data that is suitable for

machine learning applications. In this research, we explore different levels of extracted

data granularity (Section 4.2.4) and representations of extracted data with temporal

information (Section 4.3) for improving insider threat detection performance.

With the aim of detecting insider threat without or with very limited a priori

knowledge available, ML algorithms are employed in the next steps with different
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deployment conditions for anomaly detection and masquerader / malicious insider

identification. In Chapter 5, unsupervised machine learning are techniques are used

for anomaly detection. The assumption is that malicious behaviours are often rare

and deviated from normal user behaviours, which constitute the vast majority of the

collected data [13,62]. Thus, although no label information is used, a trained anomaly

detection model may capture the normal data and reveal anomalous behaviours as

outliers. An investigation budget (IB), which is the amount (%) of data that the

security analyst can examine for confirmation of malicious behaviours, is used in the

initial detection step to assess detection performances at different thresholds.

In Chapters 6 and 7, supervised and semi-supervised machine learning methods

are trained with very limited amounts of ground truth for detecting unknown ma-

licious insiders. Then, we explore how well the learned solutions would be able to

generalize for detecting unknown malicious insider cases. The benefit of using super-

vised learning is that we need not assume that data clusters are always synonymous

with distinct behaviours. This potentially leads to higher precision than unsupervised

learning / anomaly detection algorithms [21]. Chapter 7 explores semi-supervised

learning methods and different approaches to present a limited labelled training set

for semi-supervised learning algorithms. Semi-supervised learning permits the large

amounts of unlabelled data to be harnessed in combination with typically smaller

sets of labelled data to improve the outcome [110]. This motivates its use in insider

threat detection, as obtaining a fully labelled training dataset is prohibitively costly

in many real-world conditions.

In addition, the analysis will distinguish between malicious actions detected and

malicious users detected, where the two are not necessarily the same. That is to say,

the diversity in a user’s role within an organization can impact the number/types of

actions performed, both normal and malicious. In many cases, user actions can vary

over time and have multiple contexts that need to be taken into account in order to

process an alert about a suspicious behaviour [112]. Thus, high malicious instance

detection rates, in this case, may not necessarily translate to all malicious insiders

being detected. Furthermore, a seemingly small false positive rate may still require

a lot of attention from the security analyst if it flags many distinct normal users as

anomalous. In short, we believe that results that highlight malicious users rather
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than events represent a more important measure of system performance.

Finally, several measures are presented, such as detection delay per malicious

insider, or the support for each malicious insider alert (Chapter 6). By providing

these measures, we aim to provide better support to security analysts and enable

successful application of the proposed system in real-world scenarios.

3.2 Summary

This chapter presented an overview of the proposed insider threat detection frame-

work in this thesis. This includes steps from raw data collection to pre-processing

and machine learning based insider threat detection, both unsupervised and super-

vised. The framework is designed with adaptability and participation of analysts in

mind, in that each module can be adjusted to suit the deployment environment of an

organization.



Chapter 4

Data and Pre-processing

Data collection and pre-processing are crucial for insider threat detection in particu-

lar but also for cyber-security tasks in general. A good monitoring / data collection

procedure in combination with adequate pre-processing steps may significantly sim-

plify the application of machine learning techniques1 and support security analysts

in making correct decisions. In this chapter, firstly we detail the publicly available

data sources employed in this thesis in Section 4.1. The data extraction steps are

presented in Section 4.2. In this section, we also discuss granularity levels of the

extracted data 4.2.4. Finally, in Sections 4.3 and 4.4, we present temporal properties

in data extraction and perform initial comparisons to illustrate the advantages of the

data processing technique.

4.1 Data Sources

Obtaining data for designing and evaluating insider threat detection systems encoun-

ters additional challenges over typical difficulties observed in cyber-security. Insider

threats typically involve corporations and government agencies, where such threats

relate to compromising organizational intellectual properties. Furthermore, concerns

about user privacy may limit the distribution of data. Therefore, insider threat test

datasets are very rare [81].

This thesis employs three most related publicly available data sources of insider

threats and similar cyber-security issues. The data sources cover different log types

and activities, from high-level HTTP and email logs, organization structure, to low

level anonymized process logs and mouse/keyboard captures. The datasets depict

a wide range of insider threats, both of malicious insiders and masqueraders, and

related cyber-security attacks, such as lateral movement.

1Identification of useful attributes and mapping categorical to numerical values are typical steps
performed by a domain expert. Likewise, any feature construction activity would be initiated by
domain experts. Even frameworks for ‘AutoML’ are as yet not effective at this task [107]

27



28

4.1.1 CERT Insider Threat Test Datasets (CERT datasets)

Popularly used in the literature, the CERT insider threat test dataset is publicly avail-

able for research, development, and testing of insider threat mitigation approaches

[24,43]. The datasets simulate corporate environments, and consist of users’ computer

activities (log on/off, email, web, file and thumb drive connects), as well as organiza-

tional structure and user information in the form of a Lightweight Directory Access

Protocol (LDAP) directory. The data is synthesized using a number of generation

models, including communication and relationship graph models, asset graph and

decoy models, topic models, behavioural models, and psychometric models. These

models are used in the same form and scope as the normal data in order to generate

the data as close to what is seen in the real world as possible [43]. There are a to-

tal of five insider threat scenarios simulated, ranging from data leaking, intellectual

property theft to IT sabotage [24]:

1. User who did not previously use removable drives or work after hours begins log-

ging in after hours, using a removable drive, and uploading data to wikileaks.org.

Leaves the organization shortly thereafter.

2. User begins surfing job websites and soliciting employment from a competitor.

Before leaving the company, they use a thumb drive (at markedly higher rates

than their previous activity) to steal data.

3. System administrator becomes disgruntled. Downloads a keylogger and uses a

thumb drive to transfer it to his supervisor’s machine. The next day, he uses the

collected keylogs to log in as his supervisor and send out an alarming mass email,

causing panic in the organization. He leaves the organization immediately.

4. A user logs into another user’s machine and searches for interesting files, email-

ing to their home email. This behaviour occurs more and more frequently over

a 3 month period.

5. A member of a group decimated by layoffs uploads documents to Dropbox, plan-

ning to use them for personal gain.

In this thesis, we mainly employ three releases: 4.2 (CERT R4.2), 5.2 (CERT

R5.2), and 6.2 (CERT R6.2) of the datasets. The releases are generated with different
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versions of the generation models, and simulate companies with 1000, 2000, and 4000

employees, respectively. Additionally, the data releases differ in the number of insider

threat scenarios and the number of malicious insiders simulated: scenarios 1–3 with

70 malicious insiders in R4.2, scenarios 1–4 with 99 malicious insiders in R5.2, and all

five scenarios with only one malicious insider each in R6.2. A summary of the CERT

datasets is presented in Table 4.1.

Table 4.1: Summary of the CERT datasets
Release Duration #Users Scenarios (#Mal. insiders) #Log on/off #Emails #Web #USB #File Access

R4.2 72 weeks (01/02/2010 - 05/16/2011) 1,000 1 (30), 2 (30), 3 (10) 854,860 2,629,979 28,434,423 405,380 445,581
R5.2 74 weeks (01/02/2010 - 06/02/2011) 2,000 1 (29), 2 (30), 3 (10), 4 (30) 1,810,070 17,361,575 58,960,449 836,984 887,621
R6.2 74 weeks (01/02/2010 - 06/01/2011) 4,000 1 (1), 2 (1), 3 (1), 4 (1), 5 (1) 3,530,286 10,994,957 117,025,216 1,551,828 2,014,883

4.1.2 Comprehensive, Multi-Source Cyber-Security Events (LANL

dataset)

LANL dataset2 is another publicly available data source depicting comprehensive and

real corporate log data. The dataset consists of 58 consecutive days of de-identified

event data collected from five sources within Los Alamos National Laboratory’s cor-

porate, internal computer network [55]. The dataset contains anonymized real users’

processes, network flows, DNS, and authentication logs. The authentication log in-

cludes Windows-based authentication events from both individual computers and

centralized Active Directory domain controller servers [55]. Similarly, the process

log records process start and stop events from individual Windows computers. Do-

main Name Service (DNS) lookups and network flow data are collected at internal

DNS servers and key router locations. In total, the dataset represents 1,648,275,307

events for 12,425 users, 17,684 computers, and 62,974 processes. Furthermore, au-

thentication events that present known redteam compromise events (attacking) are

provided in the dataset, but without further information or other malicious activities.

In the literature, LANL dataset is used for evaluating detection techniques for lateral

movement [14,116], in which threat actors move through compromised accounts and

systems of the victim organization to gain access to the intended targets. Although

ground truth is only provided for compromised authentications, malicious activities

performed by the compromised accounts may also be recorded in the dataset. In this

2https://csr.lanl.gov/data/cyber1/

https://csr.lanl.gov/data/cyber1/
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research, as the focus is on detecting malicious users, we employ only authentication

and process logs of the LANL dataset, which contain user identity in logged activities.

Due to limitations of the dataset in the second half, the first 30 days of the logs are

employed for feature extraction and analysis.

4.1.3 TWOS (The Wolf of SUTD) Dataset

Lastly, the TWOS dataset3 is employed in this thesis, by virtue of its unique log

types and simulated environment of many competing companies. The dataset pro-

vides anonymized authentication, mouse, keystroke, email, and network captures from

a student competition with the aim of emulating insider threats, by both masquer-

aders and traitors [49]. The competition comprises 24 participants in six teams over

five days. In the provided logs, timestamps are only properly presented in authenti-

cation log, and mouse and keystroke captures. Therefore, we employ these logs from

the dataset in this research. There are 97,147 Windows-based authentication events

captured in the dataset. The keystroke capture is anonymized by grouping, in that

alphabet and digit keys are presented only by their groups (DIGIT, LEFT, CENTER,

RIGHT). Mouse activities are captured by button clicks or moving actions and the

corresponding positions. In total, there are 1,849,244 and 27,128,418 keystroke and

mouse events in the dataset.

The dataset is generated from a competition, in which students are grouped into

six competing teams representing companies. The teams earn points not only by

successfully acquiring customers but also by taking points / customers from each

other. Masquerader actions are created by giving the teams access to a machine

that belongs to a member of another team, while malicious insiders are stimulated

by arranging periods of firing / hiring, in that fired participants are incentivized to

steal the original team’s data to benefit his new team [49]. In total, there are 12

instances of masquerading and one instance of possible traitor in the data. The label

information is represented by time windows of 90 minutes each per masquerader case,

and 2 hours for the traitor case.

3https://github.com/ivan-homoliak-sutd/twos

https://github.com/ivan-homoliak-sutd/twos
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4.2 Data Extraction

From the data sources, data pre-processing steps are performed to transform the

data to suitable formats for the application of machine learning techniques. The

data is first aggregated by a criterion, such as time and user. Then, depending on

the available data sources, context models are created to support feature extraction.

User-centered numerical features are then extracted to represent user behaviours for

detection steps. The process is depicted in Figure 4.1.

4.2.1 Data Aggregation

As observed from the employed data sources and corporate monitoring data [8], in

general, this research assumes that organizational data are collected in two main cat-

egories: (i) activity log data, and (ii) organization’s structure and users’ information.

Data from the first category comes from different logging systems such as network

traffic capture, firewall logs, email, web, and file access. These represent real-time

sources of data that often need to be collected and processed in a timely manner

in order to quickly detect and respond to malicious and/or anomalous behaviours.

The second category of data represents background or context data, which can be

employee information, role in the organization, relationships to other users. In many

cases, this category also consists of more complex data, such as psychometric and

behavioural models of users.

In certain conditions, this step may also be used to mask individual activities, such

as website visited, into groups. For the CERT dataset, we define sets of websites (e.g.

social network, cloud, job search) and file categories (e.g. document, compressed,

executable) in corporate environments that are potentially helpful to insider threat

detection. In doing so, not only numerical features can be extracted, but also privacy-

preserving user monitoring can be facilitated, as specific websites and files that users

visited, as well as their contents are not inspected in data pre-processing [57].

As shown in Figure 4.1, firstly, data from different sources are aggregated based

on a pre-defined criterion (c), such as by user / computer and by time period (day /

week) or the number of actions performed. In this research, we aggregate collected

data mainly using user ID and by day or week. This is to achieve user-focused insider
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threat detection. In Section 4.2.4, the time and number of actions performed are

explored to generate different levels of granularity in extracted data. We also note

that aggregated by time, the system is ready to process data as soon as possible,

hence able to facilitate early detection of threats.

4.2.2 User Profiles

To assist data processing and feature construction, profiles are created for each user

in the organization. The profiles consist of auxiliary information related to each user,

such as assigned machines, relationships with other users, roles, work hours, permitted

access and so on. The information in the profile is specific to each organization

and data collection scenario. Inherently, the user profiles allow generating simple

forms of graph features, where information captured by user-user and user-machine

relationships are extracted.

In the CERT datasets, certain user information is provided in LDAP directory,

such as the user’s position, project, team, department, supervisor. For further en-

richment of the profiles, we investigate the first weeks of the data to determine the

user-machine relationship, i.e. identify each user’s assigned machine, and shared ma-

chines. Similarly, work hours are empirically determined from the data. Figure 4.2

presents a histogram of activities by the hour of day in a workday in the CERT R4.2.

From this, work hours can be selected as 8:00 – 17:30 for the CERT datasets.

Similarly, for LANL dataset and TWOS dataset, user profiles are created, depend-

ing on the amount of information available. In the case of LANL, user’s domains,

frequent processes and computers are determined for each user. In TWOS data pre-

processing, user profile contains each user’s team, assigned machine’s IP, and user’s

role. Based on the user context models, feature vectors summarizing user’s actions

can be quickly and orderly created from incoming data.

4.2.3 Feature Extraction

From the aggregated data and user profiles, feature extraction can be performed to

transform the data to a format that are suitable for training ML algorithms. This

research employs numerical vectors for extracted data, in that each vector describes

a user’s activities and profile in a time period or in a computer session. As such,



34

0 2 4 6 8 10 12 14 16 18 20 22
0

1000

2000

3000

4000

5000 Log on
Log off
Device
Email
File
HTTP

Figure 4.2: Histogram of actions by hour of day in a typical workday in CERT dataset

numerical vectors xc, which are also called data instances, of fixed length d are gen-

erated. Each vector consists of user information – mostly categorical data encoded in

numeric format for providing context for ML algorithms – and two types of features:

• Frequency features, which are the count of different types of actions the user

performed in the aggregation period, e.g. number of emails sent, number of file

accesses after work hour, or number of websites visited on a shared PC.

• Statistical features, which are descriptive statistics, such as mean, median, stan-

dard deviation, of data. Examples of data that are summarized in statistical

features are email attachment sizes, file sizes, and the number of words in web-

sites visited.

Fig. 4.3 demonstrates the feature creation process in the case of CERT dataset

employed in this work. The process allows creating information-rich features con-

sisting of many details, such as PC, time, and action specific characteristics. Up to

three connected pieces of information presented in Fig. 4.3 are combined to generate

a feature, such as the number of actions on a shared PC, number of HTTP down-

loads after workhour, mean attachment size of sent emails. Thus, the set of features
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Figure 4.3: Illustration of the feature extraction process
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constructed is essentially an enumeration over the pieces of information4.

For LANL dataset, frequency features are created via counting user authentica-

tion and process logs, using different information provided in the dataset, such as

source/destination domains, source/destination PC, log on type. We also augment

the dataset by estimating sets of frequent processes and PCs for each user, and ex-

tract additional features from the sets. The work hour is assumed as 8:00 – 16:00 for

the dataset. On the other hand, for TWOS dataset, as only authentication, keystroke

and mouse data are employed (Section 4.1.3), counting features are extracted for ac-

tions in each group. The statistics of the duration of key presses in each key group and

mouse button are also extracted. Due to the datasets’ limited duration, data instances

of a day and 30 minutes of activities are extracted for LANL and TWOS datasets,

respectively. A similar time window has been successfully applied on TWOS dataset

in [106], on a different log type (file system access events – not available publicly).

Table 4.2 shows the statistics of the extracted data in each type (by duration), and

the number of normal and malicious users. It is apparent that the data distribution is

extremely skewed in all extracted datasets. This reflects a real-world limitation, where

insider threat events are extremely rare, and detection systems need to overcome the

challenges in learning from highly skewed data of heterogeneous sources in order to

distinguish malicious activities from the legitimate ones, where all are from authorized

users.

Table 4.2: Summary of the datasets. Sc: Insider threat scenario. Malicious user
counts are in parentheses.

Data Duration
Feature
count

User
count

Class distribution

Normal Sc 1 Sc 2 Sc 3 Sc 4 Sc 5

CERT
R4.2

day 500 1,000 329,466 85 (30) 861 (30) 20 (10)
week 661 1,000 66,840 52 (30) 254 (30) 10 (10)

CERT
R5.2

day 824 2,000 1,692,342 85 (29) 863 (30) 20 (10) 339 (30)
week 1,092 2,000 139,572 49 (29) 235 (30) 10 (10) 248 (30)

CERT
R6.2

day 888 4,000 1,393,941 3 (1) 20 (1) 2 (1) 9 (1) 1 (1)
week 1,176 4,000 283,205 2 (1) 4 (1) 1 (1) 7 (1) 1 (1)

LANL day 1,215 11,814 229,691 Attack: 176 (98)

TWOS 30mins 278 24 1,458 Attack: 38 (13)

4Feature extraction code is made publicly available at https://github.com/lcd-dal/feature-
extraction-for-CERT-insider-threat-test-dataset
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Table 4.3: Data granularity levels

Data type Notation Aggregation criterion c

User-Week xw Week of user actions on all PCs

User-Day xd Day of user actions on all PCs

User-Session xs Session of user actions, from login to logoff on a PC

Sub-session Ti xt=i i hours of user actions in each session

Sub-session Nj xn=j j user actions in each session

Note that each data instance extracted is assigned an unique id (e.g. session id),

which refers to the corresponding actions (in log files) that were performed by the

user. This allows the cyber-security analysts to further investigate ML based system’s

alerts by quickly accessing and evaluating the original course of actions that caused

the alerts.

4.2.4 Data Granularity

In this research, we explore data processing techniques to enable the extraction of

multiple levels of data granularity with rich details for data analytics5. Hence, in

addition to extracting user data by periods of day / week as in the previous section,

we further extract data with higher fidelity: by sessions of user’s computer activities,

and by time / action counts in each session. This is done on the CERT R5.2 dataset,

where the data allows the extraction of sessions of user activities. By changing the

aggregation criterion c, different levels of data granularity are generated. Table 4.3

summaries the data types extracted in this research based on different granularity

levels.

As presented in the previous section, the basic data instances extracted by week

/ day summarize users’ activities over the corresponding time period. These coarse-

grained types of data provide a high-level overview of behaviours (in a day or a week)

with a higher feature count than session and sub-session data. As such, they can

potentially accelerate the learning process by lowering the amount of extracted data

instances.

On the other hand, session data points provide higher data fidelity by capturing

5This section has been presented as a part of a paper published at the IEEE Transactions on
Network and Service Management [71] (© 2020 IEEE).
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user actions on a PC, from Login to the corresponding Logoff; or from one Login to

the next Login. Session-based data has utility for isolating malicious actions, since

malicious users tend to perform malicious actions in particular sessions whereas other

sessions in the same day or week may still be normal [52]. Furthermore, as the

duration of a session is typically much shorter than a day, this data type may also

allow quicker system responses when a malicious instance is detected.

As a session may last many hours and comprises hundreds of actions, we explore

further the balance between the amount of data summarized in each data instance and

potential system response time to malicious behaviours. This is done by using time

duration and the number of actions performed as the criteria for separating a user-

session data instance into sub-session data instances. This way, we control the amount

of information embedded into each data instance. Thus, if the ML based system could

successfully learn from the short-lived sub-session data to detect malicious behaviours,

the response time of the system might be improved. As presented in Table 4.3, based

on duration, a sub-session Ti data instance is created every i hours from the start

time of a user’s session on a PC. Similarly, a sub-session Nj data instance is created

after every j actions by a user on a PC, starting from the Login action. The smaller

i and j, the higher fidelity the data, but also the smaller amount of user activity

information that is summarized in an instance.

Table 4.4: Summary of the extracted data. (Sc: Insider threat scenario)

Data # features
Data distribution by class

Normal Sc 1 Sc 2 Sc 3 Sc 4

xw 1,092 139,572 49 245 10 248

xd 824 692,342 85 863 20 339

xs 221 1,002,616 65 1,070 33 678

xn=50 222 2,164,629 70 2,018 48 678

xn=25 222 3,710,139 89 2,841 55 679

xt=4 222 2,153,840 93 1,884 47 678

xt=2 222 3,713,142 119 2,811 59 678

# users by scenario: 1901 29 30 10 30
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Fig. 4.4 shows the distribution of user-session data by the number of actions,
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the duration of each session, and the relationship between the two features. It is

apparent that the majority of user-session data has less than 300 actions, and more

than half of the sessions has less than 100 actions. We therefore employ j = {25, 50}
for extracting sub-session Nj data. On the other hand, the duration of a session is

closer to a uniform distribution, with a large proportion lasting longer than 8 hours.

Moreover, as shown in Fig. 4.4, many sessions with less than 50 actions may last

longer than 10 hours. Hence, we explore the values of i = {2, 4} for extracting sub-

session data by time. Table 4.4 provides an overview of the data types by granularity

levels.

4.3 Temporal Representation of Extracted Data

Exploiting the fact that insiders are essentially regular employees before they start

performing malicious actions [105], we propose data representation approaches using

temporal information6. The goal is to highlight the trends / changes in user behaviour

over time. This may potentially reveal the transitions in behaviours of malicious

insiders. The approach performs concatenating or comparing a data point to a time

window of the most recent data of the same user.

Using a window of time, the approach compares a user’s activities to only his/her

most recent and relevant behaviours. As concept shift and drift are likely in user

behaviours [50], this may be more effective than normalizing all data instances of

each user from the beginning. Furthermore, by processing each data instance via time

window, the proposed approach is ready to be applied anytime a new data instance

appears, which is critical in online stream learning. Additionally, we note that in

contrast to extracting time series data from a time window, where all data points in

the window contribute similarly to the output, in this research, the focus is on using

the time window to define a baseline comparison for each new data instance. Table 4.5

lists the applicable temporal data representations with corresponding abbreviations

for each dataset in this thesis.

6This section has been presented as a part of a paper published at the IEEE Transactions on
Network and Service Management [69].
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Table 4.5: Temporal representation abbreviations for each dataset

Temp. rep. CERT week CERT day LANL TWOS Description

Concat. (Cγ) C2, C3 C2, C3 C2, C3 C2, C3
γ is number of in-
stances concatenated

Percentile (Pw) P30, P60 P7, P30 P7 P1 w denotes the
size of time
window in
days

Mean Diff. (Ew) E30, E60 E7, E30 E7 E1

Med. Diff. (Mw) M30,M60 M7,M30 M7 M1

4.3.1 Concatenation

Inspired by the use of shift register and taps for representing time in data for intrusion

detection [54], we introduce data examples to anomaly detection algorithms as the

concatenation of γ consecutive data instances of the same user (abbreviated as Cγ).

The idea is to encourage the learning algorithms to construct comparisons/arithmetic

operations between each user data instance and its previous records. In this data

representation form, a data instance xt at time t is adjoined with γ − 1 most recent

instances to form a data point for anomaly detection:

xconcatenation
t = concat(xt, xt−1, xt−2, ..., xt−γ+1) (4.1)

Essentially, this creates a data instance with γ times the number of features originally

extracted.

4.3.2 Comparing to a Time Window – Percentile and Mean/Median

Difference Representations

In order to explicitly include temporal information and reflect changes in user activi-

ties, we propose to represent data for anomaly detection via a function comparing each

data instance xt with a time window w leading to t. The procedure is summarized in

Algorithm 1.

Each arriving data instance is compared with previous data instances of the same

user in the most recent time window w to create percentile or mean/median difference

representation. In this research, we set the window size w to 7 days, 30 days, or 60

days. This setting allows contrasting each day (week) of user’s activity against the

same user’s activities in the full week (month) leading to it, where both weekdays and

weekends are taken into account to provide sufficient information for comparison.



42

Algorithm 1: Calculating Percentile and Mean/Median difference represen-

tation of data
Input : xt of user u, window size w

Output: xoutput
t

construct a n× d matrix X of xt−1, xt−2, ..., xt−n of the same user u, based on

w ; // d: data dimension

xoutput
t = [ ];

for feature f in F do

if Percentile then

f ′ = findPercentile(xt[f ], X[:, f ]);

else if Mean difference then

f ′ = xt[f ]− E(X[:, f ]);

else if Median difference then

f ′ = xt[f ]−median(X[:, f ]);

xoutput
t .append(f ′);

4.4 Comparisons of Data Extraction Approaches

In this section, we perform initial an analysis on CERT R4.2 to compare the data

extraction approaches. The data extraction approach presented in Sections 4.2 and

4.3 is compared against sequential data and time series data extraction. The data

extraction approaches are compared in unsupervised machine learning for anomaly

detection.

For the initial analysis performed here, we use LODA [95] on extracted numerical

data in original format (Section 4.2) and in percentile representation (Section 4.3).

Further details on LODA can be found in Chapter 5. The comparisons are performed

on weekly data instances in different extracted formats. The anomaly detection results

are compared using AUC metrics. Receiving Characteristic Curve (ROC) depicts

the relationship between Detection rate (DR) and False Positive Rate (FPR) under

different decision thresholds, and AUC (Area Under the Curve) summarizes ROC in

a single numerical metric for comparison between models.
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4.4.1 Compare against Sequential Data Extraction

Sequential data summarizes the sequence of user’s actions over a period of time. In the

simplest form, the data sequence consists of an ordered list of actions taken by a user.

For example, in the case of the CERT dataset, the sequential data feature set is {log
on, log off, device connect, disconnect, file, email, http}. This results

in variable-length sequences of user actions. In this section, sequences representing

user activities for the period of a week are extracted7.

Hidden Markov Model (HMM) is employed to learn from the extracted sequential

data to detect anomalous user action sequences that may indicate insider threats.

HMM is a statistical Markov model in which the states are hidden [42]. Each hid-

den state emits a symbol in a set with probabilities before transitioning to a new

state. This algorithm is particularly suited to model normal behaviours based on

the extracted sequential data. In this work, a HMM is created for each user at the

beginning of the training process to model the user’s weekly action sequence. Then

for each of the user’s new weekly sequences, the user’s HMM is used to calculate the

log probability of the sequence. The sequence is flagged as an anomaly for further

analysis if the log probability value is larger than a threshold. If the action sequence

is not flagged, or the flag is cleared by an analyst, it is used in combination with the

previous action sequence to train the user’s HMM again. This approach is used for

insider threat detection in [97]. In this section, we train HMMs on only the most

recent user data (2 weeks) to be able to adapt to the shifts and drifts in the user’s be-

haviours. The HMM is trained using Baum–Welch algorithm. The number of hidden

states in HMM is set to 5 or 15.

Figure 4.5 presents the ROC curves and AUCs by LODA and HMMs on different

extracted data types. Results show that the highest AUC is achieved by numerical

data with percentile representation (AUC = 0.9). LODA on percentile data repre-

sentation also achieves the best detection rate at all false positive levels. In addition

to the detection results, the data extraction approach employed in this thesis also

has advantages in deployment situations. LODA’s results in Figure 4.5 are achieved

using a single detection model trained once, while sequential data approach (HMM)

7Results in this section has been presented at the 2018 IEEE Security and Privacy Workshops [63]
(©2018 IEEE).
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Figure 4.5: Comparison of anomaly detection results (ROC and AUC) by numerical
and sequential data extraction approaches

requires a model for each user in CERT R4.2, and retraining the models every week.

This process is time-consuming to train and evaluate over sequences of thousands

of actions per user per week. Furthermore, sequential data structure for training

HMM is incapable of carrying details representing user’s actions that are valuable for

anomaly detection, such as irregular log in time, downloading files from unauthorized

machines, etc.

4.4.2 Compare against Time Series Data Extraction

In this section, we perform a comparison between the temporal data representation

(Section 4.3) and time series feature extraction8. Time series features are extracted

from CERT R4.2 day data with a rolling window size of 30, using tsfel package [9]

with comprehensive extraction settings. Due to the computation overhead of the

time series feature extraction process, a sample set of 200 randomly selected users in

CERT R4.2 is used. Each feature in the original data is treated as a time series to

extract 132 time-series features, using tsfel.

8Results in this section has been published as part of a paper at IEEE Transactions on Network
and Service Management [69] (©2021 IEEE).
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Results obtained show an AUC of 0.78 using tsfel time series extracted fea-

tures. In comparison, LODA using original data and percentile representation gener-

ate AUCs of 0.81 and 0.87, respectively, under the same conditions. This shows the

advantage of the proposed approach to traditional time series extraction approaches

for temporal data in this application. We believe that by focusing on using the tem-

poral window to define a baseline comparison for each new data instance, changes

in user behaviours are easier to detect than from time series data via time windows,

where all data points in the window contribute similarly to the output.

4.5 Summary

In this chapter, the employed data sources and the data extraction approach of this

thesis are presented. The approach allows extraction of heterogeneous data into

numerical feature vectors representing user activities in a time period, such as a day,

and enables applications of popular ML methods. Different data granularity levels

and temporal data representations are also introduced for further exploration of their

potentials in assisting insider threat detection. Finally, preliminary comparisons of the

data extraction approach to sequential data extraction and time series data extraction

are performed to confirm the effectiveness.



Chapter 5

Initial Detection Step – Anomaly Detection

This chapter presents an unsupervised learning based anomaly detection approach

for insider threat detection. We employ four unsupervised learning methods with dif-

ferent working principles, and explore various representations of data with temporal

information. Furthermore, different computational intelligence schemes are explored

to combine these models to create anomaly detection ensembles for improving detec-

tion performance. Evaluation results show that the approach allows learning from

unlabelled data under challenging conditions for insider threat detection. Insider

threats are detected with high detection and low false positive rates. For example,

60% of malicious insiders are detected under 0.1% investigation budget, and all ma-

licious insiders are detected at less than 5% investigation budget. Furthermore, we

explore the ability of the proposed approach to generalize for detecting new anoma-

lous behaviours in different datasets, i.e. robustness. Finally, results demonstrate

that a voting-based ensemble of anomaly detection can be used to improve detection

performance as well as robustness. Comparisons with the state-of-the-art confirm the

effectiveness of the proposed approach1.

The chapter is organized as follows. Section 5.1 introduces the proposed anomaly

detection approach. Section 5.2 presents the employed machine learning algorithms.

Sections 5.3 and 5.4 detail the experiments and presents the evaluation results. Sec-

tion 5.5 further discusses the results and makes comparisons. Finally, conclusions are

drawn in Section 5.6

5.1 Anomaly Detection System for Insider Threat

Fig. 5.1 shows an overview of the proposed anomaly detection system for insider

threat. From raw collected log data of user activities, the data is pre-processed to

1This chapter’s content has been published at IEEE Transactions on Network and Service Man-
agement [69] (© 2021 IEEE)
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Figure 5.1: Components of the proposed anomaly detection system

extract numerical features by day or week, with different temporal representations

(Chapter 4). The extracted data are then used to train anomaly detection models

using unsupervised machine learning. The employed ML methods are described in

Section 5.2. Post-training, anomaly scores are assigned by the detection model. Based

on a user-selected investigation budget, a decision threshold can be calculated so that

data samples with high anomaly scores (i.e. exceeding a threshold) are flagged for

further investigation of possible malicious actions.

Using anomaly detection based on unsupervised learning, the assumption is that

malicious behaviours are often rare and deviated from normal user behaviours, which

constitute the vast majority of the collected data [2, 13]. Thus, although no ground

truth is used, a trained anomaly detection model may capture the normal data and

reveal anomalous behaviours as outliers.

Outliers identified by the anomaly detection model are defined by a threshold of

anomaly scores, as demonstrated in Fig. 5.2. In this work, different thresholds are

examined through changing the investigation budget (IB), which is the amount (%)

of data – with the highest anomaly scores – that the security analyst can examine

for confirmation of malicious behaviours [13, 67]. This represents the available hu-

man resources for analyzing the highest ranked data instances, post-training of the

detection system, and performing the necessary actions in response.
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5.2 Unsupervised Machine Learning for Anomaly Detection

This research employs four popular ML methods for anomaly detection with different

underlying concepts: Autoencoder (AE), Isolation Forest (IF), Lightweight On-line

Anomaly Detection (LODA), and Local Outlier Factor (LOF).

5.2.1 Autoencoder

AE is a form of multi-layer neural network that compresses and reconstructs the data.

Fig. 5.3 depicts an example of an AE with three hidden layers. The input and output

layers both have d neurons (d: the number of dimensions). Each data dimension j in

the input x is reconstructed into a corresponding dimension of r at the output layer by

AE. By enforcing a “bottleneck” architecture through hidden layers (middle hidden

layer size:h, h ≪ d), AE compresses (encodes) the input data into h dimensions and

reconstructs it at the output layer. AE is trained through minimizing the aggregated

reconstruction error as the cost function:

E =
N∑︂
i

⌜⃓⃓⎷ d∑︂
j=1

(xij − rij)2, (5.1)
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Figure 5.3: An example of an autoencoder

Post training, the lossy compression produced by AE essentially captures the lower-

dimensionality representation of the majority of training data at the middle hid-

den layer. Assuming that normal user data constitute the majority of the training

data, it is expected that AE shows a higher reconstruction error for anomalies [2],

which may represent malicious insider behaviours. Thus, for each data instance

x, the AE anomaly score is defined as the Euclidean distance between x and r:

ei =
√︂∑︁d

j=1(xij − rij)2.

5.2.2 Isolation Forest

Based on the principle that anomaly examples are rare and significantly different

in attribute-values from normal data points, IF [77] is designed as an ensemble of

“isolation trees”, whereas the anomalies – being easier to isolate – are assumed to be

closer to the roots of the trees than normal instances. This is different from other

anomaly detection methods, which build models of (mostly) normal data, and identify

anomalies as any instances that do not conform to the model.

Each tree in IF works on a subset of training data and feature set. Binary splits

are generated in each node of a tree by a randomly selected feature and split value.
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The process is recursively repeated until each instance is isolated in a leaf. Having

trained all isolation trees, the anomaly score of a data instance – h(x) = E(hi(x)) –

is calculated as the average path length from root nodes to the corresponding leaves

of the instance in the trees (hi(x)).

Based on different principles from other outlier detection methods (such as AE),

IF has been shown to possess some desired capabilities: To be able to deal with

high dimensional data with irrelevant attributes, and able to be trained with or

without anomalies included the training set [77]. These characteristics are evaluated

in Section 5.4.

5.2.3 LODA – Lightweight On-line Detector of Anomalies

LODA [95] is an ensemble method combining weak histogram-based anomaly detec-

tors into a strong detector. Similar to IF, each histogram anomaly detector in LODA

works on a subset of input features in order to promote diversity. This is achieved

through the use of sparse random projections {wi ∈ Rd}ki=1, where k projection vec-

tors, each has
√
d non-zero components, are created to approximate the probability

density of input data into k one-dimensional vectors. Individual histograms are then

calculated for each of k vectors. Each histogram shows an approximation of the orig-

inal data distribution, which may reveal some aspects of outliers that come from a

different distribution than normal data. Furthermore, in online LODA training, each

histogram is updated by a training sample by projecting the sample onto a vector

and then the corresponding histogram bin is updated.

To produce anomaly score for a data sample, LODA uses the average of the

logarithm of probabilities estimated on individual projection vectors:

f(x) = −1

k

k∑︂
i=1

log p̂i(x
Twi), (5.2)

LODA was shown to achieve comparable detection performance to more compli-

cated algorithms, while significantly reduce time and storage complexity [95]. Fur-

thermore, it is also able to operate and update itself in real-time online environment

and on data with missing variables. In cyber-security, LODA’s ability in identifying

features of an outlier sample that deviates from the majority provides a useful tool

to explain the causes of anomalous events detected.
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5.2.4 Local Outlier Factor

LOF [19] is a popular anomaly detection algorithm, which proposes the concept of

local density to identify anomalous data points. The local density measures how

isolated a data sample is with respect to the surrounding neighbourhood. By com-

paring the local density of a data sample to that of its neighbours, LOF can identify

data points that have a substantially lower density than their neighbours, which are

considered to be outliers.

Considering k nearest neighbours to each data point, a k-distance(x) is defined

as the distance of point x to its kth neighbour, and Nk(x) is the set of x’s nearest

neighbours. A reachability distance between two data points x and y is defined as

reach-distk(x, y) = max{k-distance(y), dist(x, y)}. The local reachability density of a

data point x is then defined as the inverse of the average reachability distance based

on Nk(x) neighbours of x: lrdk(x) = 1
/︂(︂∑︁

y∈Nk(x) reach-distk(x,y)

|Nk(x)|

)︂
. Finally, LOF assigns

anomaly score (i.e. outlier factor) of a data point x as average local reachability

density of x’s neighbours divided by lrdk(x):

LOFk(x) =

∑︁
y∈Nk(x)

lrdk(y)

|Nk(x)| · lrdk(x)
, (5.3)

A value significantly larger than 1 indicate outliers, where the considered point has

much lower local reachability than its neighbours. Despite the clear disadvantage in

runtime, LOF has the capability to identify local outliers that could be skipped by

other methods [19]. The algorithm also has been shown to perform well in cyber-

security domains [22].

5.2.5 Combination of Anomaly Detection Scores

Ensemble methods have been shown to reduce variance and bias of anomaly detection

models in several applications [2]. In this section, we present unsupervised methods

to combine results from the four aforementioned algorithms to create anomaly detec-

tion ensembles, in order to test their ability in insider threat detection. Employing

four anomaly detection methods with different working principles, we expect to see

differences in their detection results, especially under different conditions or scenar-

ios. This creates potentials for improvements by combining the individual models.

Specifically, we investigate combining schemes to create aggregated anomaly scores
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based on the average / maximum of individual anomaly scores, or based on majority

votes of individual algorithms:

• Averaging (AVG): Anomaly scores of individual models are normalized by rank,

i.e. percentile transformation. The combined score of a single data point is then

computed as the average (mean) over the different scores of the point.

• Maximum (MAX): This approach assigns the combined anomaly score to a data

point as the maximum of normalized scores (by rank) reported by individual

models. In essence, this combining scheme reports the highest anomaly signal

(alarm) generated for a data sample by any of the participating models.

• Voting (VOTEν): In this scheme, a majority vote is used to select outlier data

points at each investigation budget. The parameter ν ∈ {2, 3, 4} dictates how

many votes are required to flag a data sample as anomalous.

5.3 Experiment Settings

In this chapter, to examine the anomaly detection performance under a wide range of

data and conditions, CERT R4.2 and R6.2, LANL, and TWOS datasets are employed

for experiments. As presented in Chapter 4, CERT R4.2 simulates a company with

1000 employees, where 70 are malicious insiders under three threat scenarios. This

enables us to perform more flexible experiments in anomaly detection and provide

a better understanding of the models’ behaviours. On the other hand, CERT R6.2

depicts a much larger company with 4000 employees, containing only five malicious

insiders (five threat scenarios, with only a single malicious user per scenario). This

makes the detection task in CERT R6.2 much more challenging and realistic. On

the other hand, TWOS and LANL present insider threat detection under a different

simulated environment, and lateral movement detection, respectively (Section 4.1).

The extracted data summary and abbreviations can be found in Tables 4.2 and 4.5.

For CERT datasets, this chapter assesses the detection performance on day and

week data. More fine-grained data, e.g. session of user activities, could be used as

well. However, that may not be beneficial in terms of utilizing human resources, as

fine-grained data increases the data count, and thus raises the workload to inspect
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anomaly alerts in the unsupervised anomaly detection setting, where false alerts are

unavoidable [13].

5.3.1 Training the Anomaly Detection Algorithms

In training the anomaly detection algorithms, we randomly select a number of users

nu whose data in the first nw weeks is included in the training process. Essentially nu

and nw control the amount of data for training the models to represent computation

and real-world limitations: Only a limited amount of data collected before the time of

training can be used. In the following experiments, unless specified otherwise, we use

training data of randomly selected nu = 200 users (2000 for LANL data) in the first

50% of dataset duration (nw = 37 for CERT and 2 for LANL). In the case of TWOS

dataset, nu = 24 and nw = 1, due to the dataset’s limitations. Since the training

process is label-free (unsupervised), test results are reported on the entire dataset.

The experiments are repeated 10 times in each setting, and the averaged results are

reported.

The experiments are performed on compute nodes with Intel Xeon E5-2683v4 CPU

and 125GB of RAM.We implemented the data pre-processing and analysis steps using

Python 3. AEs are implemented using Tensorflow [1]. In this paper, each AE has

three hidden layers, where the size of the first and the third hidden layers are set to

input dimension/4, and the middle hidden layer’s size is set to input dimension/8.

On CERT and LANL datasets, the hidden layers and the output layer take the form of

rectified linear [44] and sigmoid activation functions, respectively. On TWOS dataset,

tanh activation function is selected. AEs are trained using Adam optimization [59]

for 100 epoch each. Implementations from Scikit-learn [93] and PyOD [117] are used

for IF, LODA, and LOF. For IF, the number of trees is set to 200, and 256 is used for

max sample size. LODA is built with 400 histograms and 1/
√
d sparsity, while LOF’s

number of neighbours is set to 20. These parameter values are chosen empirically.

5.3.2 Performance Metrics

In this section, the insider threat detection performance is measured using ROC

and AUC metrics. ROC (Receiving Characteristic Curve) depicts the relationship

between Detection rate (DR) and False Positive Rate (FPR) under different decision
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thresholds (i.e. different investigation budgets), and AUC (Area Under the Curve)

summarizes ROC in a single numerical metric for comparison between models.

DR =
TruePositive

TruePositive+ FalseNegative
(5.4)

We also present DRs at critical IBs (see Section 5.1) for a better understanding

of the performance at very low IBs.

Furthermore, user-based results are presented in this section in terms of alarms

that are raised per user through aggregation of raw (instance-based) anomalous alerts

[34, 71]. Specifically, a normal insider (user) is misclassified if at least one of his/her

data instances is classified as “malicious”. On the other hand, a malicious insider is

identified if at least one of his/her malicious data instances is labelled as “malicious”

by the detection system. Consequently, we have two sets of performance metrics:

Instance-based (DR, FPR, AUC) and User-based (UDR, UFPR, UAUC).

To compare between multiple algorithms or data representations on multiple

datasets, we perform Friedman test [39], which is a non-parametric statistical test.

The null hypothesis of the Friedman test is that there are no significant differences

between the variables. It is rejected when the test statistic exceeds the critical value

of the significance level (p = 0.05). Using the average rank of a method on all datasets

(Rj), the Friedman statistic is calculated as: χ2
F = 12N

k(k+1)

[︂∑︁k
1 R

2
j −

k(k+1)2

4

]︂
, where

N is the number of data points, and k is the number of methods. The statistic is

distributed according to χ2
F with k− 1 degrees of freedom [35]. If the null hypothesis

is rejected, a posthoc test (Bonferroni-Dunn) is carried out to compare the algorithms

by pairs, i.e. the corresponding average ranks differ by at least the critical difference.

The critical difference (CD) of the posthoc test can be calculated based on k and

N [35].

5.4 Anomaly Detection Results

Instance-based anomaly detection results with different IBs are presented in Tables 5.1

and 5.2. Figures 5.4 and 5.5 show instance-based and user-based ROCs on R4.2 week

data and R6.2 day data with different temporal data representations. Table 5.3

presents user-based detection results on CERT R6.2 and LANL datasets. Note that

the abbreviations for data representations are shown in Table 4.5.
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Table 5.1: Instance-based anomaly detection results with different investigation budgets on CERT datasets. The unit of DR
is percent (%). DR and AUC results are color-coded based on different shades of green and yellow, for easier comparison.

Data Data 
type

Temp. 
rep.

DR @ 0.1% IB DR @ 1% IB DR @ 5% IB DR @ 10% IB DR @ 20% IB AUC
AE IF LODA LOF AE IF LODA LOF AE IF LODA LOF AE IF LODA LOF AE IF LODA LOF AE IF LODA LOF

CERT 
R4.2

day

Org. 2.45 0.10 2.64 0.91 8.50 1.60 7.71 4.06 26.20 13.72 14.57 7.41 47.41 40.48 36.97 10.33 74.70 70.56 70.93 15.98 0.854 0.830 0.830 0.521
C2 2.68 0.03 1.39 1.18 9.34 0.84 5.49 3.60 24.68 11.89 12.84 8.72 46.07 38.81 33.43 14.97 77.03 73.98 77.13 28.30 0.866 0.843 0.852 0.636
C3 2.23 0.02 0.68 1.04 8.81 0.45 4.43 3.79 21.92 11.39 10.62 10.52 43.37 39.87 28.88 17.56 72.82 79.21 77.72 32.07 0.853 0.855 0.851 0.667
P7 2.00 0.71 2.26 1.84 7.85 3.59 7.85 8.96 35.75 24.20 32.37 35.67 63.02 52.71 55.63 57.52 87.60 84.63 78.73 77.95 0.903 0.882 0.870 0.859
P30 2.31 0.72 3.55 1.33 12.08 3.66 12.30 9.25 36.15 23.82 36.14 30.37 62.39 54.99 59.27 52.22 88.43 86.59 81.18 77.47 0.902 0.890 0.882 0.858
E7 3.48 0.58 2.25 2.05 10.57 3.44 9.55 4.84 20.86 15.97 19.47 12.67 33.55 37.87 32.59 20.14 55.36 70.18 55.64 32.67 0.788 0.835 0.783 0.612
E30 3.41 0.52 2.64 1.2 10.82 3.31 10.52 4.93 21.15 15.09 21.89 10.66 35.37 41.00 35.56 16.05 59.22 77.38 62.68 27.52 0.797 0.859 0.814 0.590
M7 2.62 0.61 2.64 1.35 9.58 3.52 9.31 4.18 20.40 18.58 19.95 10.97 32.14 38.23 34.76 16.50 54.92 66.54 57.24 27.47 0.771 0.819 0.781 0.604
M30 2.10 0.54 2.75 1.43 8.31 3.82 10.39 4.27 21.99 22.10 22.52 10.64 36.94 43.71 39.55 15.98 59.57 72.49 63.27 27.29 0.786 0.841 0.808 0.623

week

Org. 2.53 0.03 0.25 2.25 9.97 0.85 6.14 7.18 22.41 6.71 20.98 17.47 40.13 23.89 33.70 22.82 72.53 70.47 67.18 32.06 0.847 0.825 0.844 0.611
C2 2.88 0.03 0.16 2.75 9.21 0.66 2.85 6.23 22.15 4.78 16.20 18.13 41.65 19.53 30.98 24.62 77.03 72.75 64.59 34.49 0.858 0.838 0.842 0.624
C3 2.75 0 0 2.69 7.12 0.66 1.42 6.30 20.92 3.64 10.25 16.71 40.06 15.76 26.30 24.08 77.85 66.90 64.72 35.22 0.857 0.827 0.837 0.617
P30 5.76 0.22 2.47 5.6 10.57 0.44 9.72 9.72 27.63 13.23 31.46 29.59 52.18 46.30 57.56 54.49 81.55 86.46 83.99 88.20 0.874 0.881 0.889 0.897
P60 7.66 0.16 3.32 7.22 14.34 0.60 13.10 13.07 32.56 13.64 36.58 31.46 55.09 47.41 59.49 56.99 83.67 87.12 86.58 88.58 0.887 0.884 0.900 0.901
E30 6.11 0.25 2.25 5.79 14.94 1.17 9.81 13.01 28.92 12.34 26.65 24.21 46.49 31.84 43.35 36.99 70.79 72.78 67.82 63.58 0.845 0.843 0.833 0.804
E60 8.39 0.28 2.22 8.32 16.23 1.42 10.09 14.72 29.30 11.46 28.77 24.15 48.48 32.69 48.45 36.58 70 74.08 70.57 64.27 0.849 0.848 0.852 0.824
M30 3.64 0.32 2.03 3.96 13.16 2.12 10.32 9.94 31.58 17.53 29.46 22.82 47.53 38.16 46.23 36.23 69.75 71.80 70.16 61.04 0.839 0.847 0.840 0.797
M60 5.03 0.28 3.01 5.44 9.81 2.85 14.08 12.44 29.08 20.22 34.72 25.16 48.51 42.78 51.96 38.01 68.99 76.65 75.13 62.12 0.844 0.862 0.863 0.806

CERT 
R6.2

day

Org. 26.29 0 8.00 20.00 39.14 6.00 22.57 35.24 67.43 49.71 52.00 38.10 84.29 79.71 88.86 40.00 96.29 90.86 100 41.90 0.952 0.924 0.949 0.751
C2 24.57 0 2.29 20.95 38.29 4.00 22.00 35.24 74.00 48.29 55.71 37.14 91.14 79.14 93.43 38.10 99.43 92.57 96.86 47.62 0.965 0.923 0.949 0.817
C3 22.86 0 0.57 22.86 36.86 5.14 16.00 35.24 80.29 49.71 57.71 38.10 95.43 73.71 90.57 38.10 99.14 86.86 94.57 42.86 0.969 0.909 0.942 0.787
P7 31.14 0.29 16.00 27.62 45.43 21.43 46.29 40.00 81.71 72.00 71.14 69.52 98.57 92.00 86.00 78.10 100 98.86 96.86 91.43 0.977 0.958 0.958 0.942
P30 33.71 0 13.71 37.14 43.43 15.71 42.57 44.76 81.43 82.57 69.71 65.71 96.29 92.29 84.57 83.81 100 97.14 97.14 93.33 0.974 0.960 0.957 0.948
E7 30.57 0 10.29 27.62 37.71 6.29 31.71 39.05 52.57 48.86 43.14 41.90 64.00 80.86 55.43 49.52 89.14 98.29 74.29 63.81 0.913 0.936 0.878 0.844
E30 28.86 0 10 31.43 40.00 3.71 33.43 37.14 55.43 52.00 44.00 58.10 67.43 90.57 58.86 76.19 91.43 97.43 77.71 87.62 0.926 0.942 0.892 0.928
M7 28.00 0.29 9.14 23.81 37.71 12.00 30.57 38.10 53.71 46.29 45.43 50.48 68.86 67.14 54.00 60.00 83.71 80.57 71.71 76.19 0.906 0.890 0.849 0.875
M30 25.71 0.29 12.29 12.38 37.43 9.43 29.71 40.95 58.00 47.71 44.29 58.10 74.29 64.29 55.71 75.24 92.00 86.00 74.00 91.43 0.935 0.901 0.862 0.934

week

Org. 38.00 0 0 38.67 63.33 0 8.67 64.00 75.33 10.00 42.00 74.00 94 44.67 82 78.67 98.67 87.33 99.33 86.00 0.973 0.870 0.933 0.925
C2 33.33 0 0 34.00 57.33 0 4.67 60.67 72.00 14.67 41.33 70.67 91.33 44.67 76 75.33 99.33 82.00 94.67 82.00 0.967 0.857 0.926 0.901
C3 32.00 0 0 34.00 50.67 0 1.33 53.33 71.33 15.33 40.67 64.00 88.67 34.67 78.67 70.67 94.67 74.00 90.00 78.00 0.959 0.837 0.915 0.881
P30 40.00 0 9.63 33.33 66.67 0 39.26 66.67 85.93 17.78 74.81 91.85 97.04 52.59 96.30 100 100 85.93 100 100 0.981 0.889 0.970 0.985
P60 40.74 0 2.96 32.59 66.67 0 51.11 66.67 78.52 12.59 74.07 85.93 99.26 42.22 94.81 99.26 100 90.37 100 100 0.979 0.881 0.971 0.981
E30 30.37 0 0 31.11 63.70 0 10.37 63.70 70.37 6.67 50.37 74.81 82.22 21.48 65.93 83.70 96.30 74.81 86.67 99.26 0.958 0.829 0.909 0.966
E60 24.44 0 0 25.19 66.67 0 6.67 66.67 71.85 3.70 51.11 75.56 85.19 20.74 70.37 90.37 99.26 77.78 91.85 100 0.966 0.837 0.925 0.972
M30 33.33 0 0 35.33 60.67 0 9.33 62.67 74.67 10.00 41.33 80.00 85.33 35.33 62.67 92.00 98.00 76.00 88.00 98.67 0.961 0.842 0.908 0.971
M60 35.33 0 0 38.67 61.33 0.67 7.33 60.00 71.33 13.33 37.33 76.00 82.67 42.00 64.00 92.67 98.67 86.67 97.33 98.67 0.962 0.864 0.913 0.969
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Table 5.2: Instance-based anomaly detection results with different investigation bud-
gets on LANL and TWOS datasets. The unit of DR is percent (%). DR and AUC
results are color-coded based on different shades of green and yellow, for easier com-
parison.

Data Rep.
DR @ 1% IB DR @ 5% IB DR @ 10% IB DR @ 20% IB AUC

AE IF LODA LOF AE IF LODA LOF AE IF LODA LOF AE IF LODA LOF AE IF LODA LOF

LANL

Org. 20.28 34.77 25.23 6.59 53.86 54.60 45.00 14.55 71.31 64.15 58.47 24.43 84.83 76.14 73.98 51.59 0.908 0.884 0.863 0.776
C2 17.76 24.59 21.29 8.59 51.18 48.82 38.71 18.82 69.53 59.29 53.29 33.41 85.06 73.88 68.35 56.47 0.896 0.869 0.841 0.787
C3 13.49 20.60 16.51 7.71 41.45 41.33 33.01 15.90 57.23 54.82 44.58 33.37 76.14 71.33 61.93 59.16 0.862 0.846 0.814 0.789
P7 11.82 6.54 4.03 5.79 44.78 26.04 19.12 10.19 64.91 44.91 32.45 17.86 85.16 65.28 51.82 32.58 0.897 0.804 0.749 0.689
E7 17.48 11.45 11.57 5.03 47.67 36.73 30.19 17.99 69.43 53.71 43.02 31.57 83.02 70.44 62.14 57.23 0.883 0.834 0.789 0.780
M7 17.48 8.68 13.46 4.15 44.40 31.19 26.92 16.98 62.26 47.55 41.26 30.44 79.12 65.66 60.13 49.18 0.864 0.813 0.779 0.763

TWOS

Org. 2.63 0.26 0 0 13.42 18.95 8.95 7.89 23.42 29.47 17.11 15.79 42.89 44.47 34.21 34.21 0.714 0.708 0.577 0.632
C2 0 0 0 0 5.53 10.53 8.68 10.53 14.21 19.74 13.68 15.79 33.42 37.89 26.58 31.58 0.641 0.673 0.591 0.613
C3 0.79 0 0 0 5.26 5.79 4.21 10.53 10.26 11.84 9.47 15.79 19.47 28.16 21.32 23.68 0.599 0.634 0.555 0.565
P1 0 0.26 0.53 0 16.32 12.11 16.32 2.63 40.53 27.89 34.21 2.63 55.26 57.63 54.47 18.42 0.794 0.780 0.777 0.578
E1 7.37 1.32 2.11 2.63 11.05 13.68 13.68 7.89 18.95 22.89 21.84 10.53 40.26 39.21 38.16 31.58 0.709 0.716 0.691 0.669
M1 4.47 4.74 3.42 5.26 8.16 17.63 13.68 7.89 20.53 36.05 20.26 13.16 39.21 44.21 37.63 36.84 0.708 0.737 0.671 0.692

Overall, the results achieved using autoencoder and percentile representation are

very promising, given that the results are obtained under an unsupervised setting with

very limited training data (a small set of only 200 unidentified users in 37 weeks, for

CERT data). On CERT R4.2, the approach was able to detect 80% of the malicious

users by investigating only 1% of the most anomalous instances (1% IB). Also, at only

5% IB, nearly 100% of 70 malicious insiders are detected (Table 5.3). Figures 5.4 and

5.5 also show the differences in reporting results based on data instances and users,

where the AUC achieved on user-based results could be higher and the differences

between temporal data representations are more pronounced.
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Table 5.3: User-based anomaly detection results with different investigation budgets on CERT R6.2 and LANL datasets. The
unit of UDR and UFPR is percent (%). DR, FPR, and AUC results are color-coded based on different shades of green, red,
and yellow, for easier comparison.

Data Data 
type

Temp
. rep.

0.1% IB 1% IB 5% IB AUC
AE IF LODA LOF AE IF LODA LOF AE IF LODA LOF

AE IF LODA LOF
UFPR UDR UFPR UDR UFPR UDR UFPR UDR UFPR UDR UFPR UDR UFPR UDR UFPR UDR UFPR UDR UFPR UDR UFPR UDR UFPR UDR

CERT 
R6.2

day

Org. 1.66 54.00 3.15 0.00 1.92 40.00 2.55 46.67 18.78 78.00 13.17 36.00 21.56 60.00 28.60 60.00 39.37 100 34.44 60.00 40.94 80.00 47.70 66.67 0.937 0.774 0.863 0.768
C2 1.11 50.00 2.19 0.00 0.83 12.00 2.10 46.67 13.44 66.00 8.00 18.00 10.20 58.00 25.56 60.00 34.76 90.00 24.62 60.00 31.54 80.00 46.91 60.00 0.935 0.754 0.883 0.752
C3 0.93 50.00 1.73 0.00 0.54 2.00 1.55 46.67 10.55 64.00 6.27 20.00 7.30 58.00 20.45 53.33 29.68 88.00 20.25 44.00 26.09 80.00 43.20 66.67 0.935 0.755 0.904 0.752
P7 1.56 54.00 2.68 2.00 2.41 56.00 2.48 53.33 14.66 80.00 11.12 44.00 20.91 80.00 19.30 73.33 31.33 80.00 27.14 78.00 38.56 80.00 38.05 80.00 0.968 0.904 0.955 0.962
P30 1.48 60.00 1.78 0.00 2.10 56.00 2.65 60.00 16.29 80.00 8.98 38.00 22.00 78.00 20.95 86.67 34.74 94.00 25.19 80.00 40.29 80.00 41.46 100 0.954 0.891 0.946 0.975
E7 2.76 56.00 3.45 0.00 5.67 50.00 1.97 53.33 28.07 70.00 14.06 36.00 32.60 60.00 17.67 73.33 44.55 100 33.56 80.00 46.96 82.00 37.75 93.33 0.905 0.843 0.796 0.941
E30 2.62 62.00 2.33 0.00 5.51 44.00 2.14 60.00 26.12 78.00 11.49 22.00 32.36 60.00 19.74 73.33 44.62 100 32.05 60.00 47.44 82.00 39.24 100 0.936 0.809 0.817 0.968
M7 2.87 56.00 5.11 2.00 6.25 54.00 2.20 53.33 26.64 72.00 22.60 42.00 32.27 60.00 19.51 73.33 44.31 100 41.44 80.00 46.03 80.00 40.71 100 0.895 0.841 0.817 0.943
M30 2.15 58.00 4.57 2.00 6.03 56.00 0.40 53.33 22.91 74.00 21.82 40.00 31.66 60.00 14.71 93.33 42.67 100 41.47 80.00 46.71 80.00 40.49 100 0.936 0.849 0.821 0.969

week

Org. 0.72 50.00 0.73 0.00 0.73 0.00 0.74 50.00 7.03 56.00 4.38 0.00 5.03 24.00 14.19 60.00 21.02 84.00 12.93 24.00 18.04 68.00 36.06 84.00 0.915 0.757 0.875 0.855
C2 0.46 46.00 0.52 0.00 0.58 0.00 0.47 46.00 4.71 56.00 3.19 0.00 3.26 14.00 10.54 56.00 15.46 72.00 10.70 24.00 12.92 68.00 30.66 72.00 0.912 0.790 0.892 0.853
C3 0.39 46.00 0.47 0.00 0.51 0.00 0.33 46.00 3.85 56.00 2.73 0.00 2.90 4.00 8.15 56.00 13.12 68.00 9.59 20.00 11.03 62.00 25.74 58.00 0.912 0.774 0.894 0.848
P30 0.50 60.00 0.91 0.00 1.14 28.89 0.54 51.11 4.59 60.00 4.37 0.00 7.33 57.78 5.36 60.00 14.98 80.00 12.66 42.22 19.77 80.00 16.01 88.89 0.949 0.853 0.927 0.948
P60 0.38 60.00 0.91 0.00 1.13 8.89 0.39 53.33 3.69 60.00 4.12 0.00 6.68 60.00 4.27 60.00 15.31 80.00 12.02 33.33 20.99 82.22 16.33 91.11 0.940 0.839 0.926 0.944
E30 0.52 51.11 1.08 0.00 5.01 0.00 0.53 51.11 12.27 62.22 6.05 0.00 24.05 28.89 9.29 62.22 30.62 82.22 17.39 20.00 43.69 60.00 28.06 91.11 0.896 0.763 0.653 0.915
E60 0.56 44.44 1.01 0.00 4.36 0.00 0.47 44.44 10.29 60.00 5.60 0.00 23.29 20.00 8.44 60.00 31.34 75.56 16.98 11.11 43.63 62.22 29.24 86.67 0.898 0.753 0.674 0.915
M30 0.67 50.00 1.40 0.00 5.40 0.00 0.60 50.00 13.83 56.00 7.56 0.00 26.09 28.00 10.11 60.00 32.94 86.00 21.81 30.00 44.03 60.00 28.78 92.00 0.850 0.711 0.654 0.910
M60 1.05 52.00 1.49 0.00 4.47 0.00 1.01 54.00 11.67 68.00 7.83 2.00 24.31 22.00 10.08 64.00 31.35 88.00 22.29 32.00 44.03 60.00 28.79 94.00 0.911 0.736 0.615 0.933

LANL day

Org. 0.15 2.45 0.46 10.31 0.23 6.22 0.35 2.04 3.38 20.20 4.96 33.27 3.60 22.24 8.23 5.10 21.76 52.65 18.96 52.96 18.47 42.55 28.61 16.94 0.829 0.817 0.788 0.643
C2 0.15 2.53 0.30 4.21 0.15 3.58 0.17 1.68 2.66 14.95 3.63 25.68 2.78 16.63 5.06 6.53 18.30 52.42 15.38 48.42 15.44 36.42 22.32 21.05 0.849 0.826 0.799 0.721
C3 0.14 1.51 0.23 4.95 0.13 3.66 0.14 1.29 2.42 12.90 2.95 22.58 2.47 13.33 3.97 7.74 16.59 42.37 12.80 41.51 13.93 32.26 19.22 17.63 0.835 0.821 0.796 0.711
P7 0.59 0.88 1.36 1.76 1.43 1.10 0.68 1.54 9.07 17.58 10.76 11.21 11.51 7.03 10.06 9.23 26.66 52.75 28.47 30.55 32.04 29.01 29.84 14.29 0.772 0.715 0.673 0.647
E7 0.25 1.54 1.14 3.30 0.86 4.84 0.22 1.54 6.39 19.78 9.18 13.41 10.04 15.60 6.16 5.27 25.18 48.35 25.25 38.90 28.95 33.41 21.42 21.98 0.790 0.754 0.729 0.668
M7 0.30 1.76 1.05 4.18 0.82 5.93 0.28 1.76 6.05 18.46 8.48 11.21 8.45 16.92 6.70 4.40 23.05 44.40 24.64 33.85 25.83 30.33 22.05 19.56 0.796 0.758 0.753 0.680
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(a) Instance-based ROCs
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(b) User-based ROCs

Figure 5.4: ROCs of AE on R4.2 week data with different representations. Cγ:
contatenation of γ data instances, P/M/Ew: percentile / median difference / mean
difference data representation with time window w.

We note that normal data dominates the distribution in all employed datasets

(Table 4.2). Thus, the FPR (normal data wrongly flagged) obtained under each IB

is very similar to the IB, e.g. at 1% IB, FPRs range from 0.96% to 0.99% on CERT

R4.2 week data. Furthermore, as IB represents different human resource levels for

investigating anomaly detection output, i.e. different amounts of data flagged, a

suitable IB can be selected based on deployment conditions. For example, on CERT

R4.2 day data (Table 4.2), 1% / 5% / 10% IBs are equivalent to 3300 / 16500 / 33000

alerts, or approximately 7 / 33 / 66 alerts per day over the dataset’s duration.
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(b) User-based ROCs

Figure 5.5: ROCs of LOF on R6.2 day data with different representations. Cγ:
concatenation of γ data instances, P/M/Ew: percentile / median difference / mean
difference data representation with time window w.
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5.4.1 Results by Learning Algorithms
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Figure 5.6: User-based ROC by learning algorithms on original R6.2 day data
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Figure 5.7: Critical Difference (CD) diagrams of algorithms’ results by instance and
by user. Average rank of each algorithm is shown on the scale. Two linked en-
tries (connected by a horizontal black bar) are not significantly different, i.e. rank
difference is less than CD.

Figure 5.6 shows a comparison of the algorithms by ROC. Performing Friedman

test on both user-based and instance-based anomaly detection performance of the al-

gorithms, the null hypotheses are easily rejected (χ2
F = 38.78, p = 2× 10−8 and χ2

F =

40.28, p = 9× 10−9), which means there are significant differences between the algo-

rithms. Figure 5.7 presents the critical difference diagram obtained using the posthoc

test, where the average ranking of each algorithm and whether they are significantly

different are shown. Additionally, training and prediction times per data instance of

each algorithm are presented in Figure 5.8.
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Figure 5.8: Average training time and prediction time per data instance of the algo-
rithms on different data. Out of chart values are noted in red.
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Overall, it is shown that AE achieves the best performance in detecting anomalies

representing insider threats, especially at very low FPRs. For example, at only 0.1%

IB, AE is able to detect 60% of the malicious insiders from R6.2 week data with P30

representation, while IF requires 8% IB to reach a similar UDR in the same setting.

LOF shows interesting results, where it performs well when data counts are lower

(R4.2 and R6.2 week) and only on percentile representations. We believe that its

ability to outperform in some cases is due to the “local” characteristics of its detected

outliers, which may be missed by other algorithms (5.2.4). However, LOF suffers from

very long training and prediction time. On the remaining two algorithms, LODA

achieves very similar results to IF (Table 5.1 and Figure 5.7), and at very low time

complexity. This makes it suitable for time-critical online detection tasks.

Experiments in Section 5.4.3 provide further insights into the detection perfor-

mance of the algorithms. We note that the characteristics of the datasets (predomi-

nantly normal behaviours – Table 4.2), and experiment settings (Section 5.3) could be

partly the reason to AE’s outstanding performance in this section. On the other hand,

Section 5.4.3 shows that LODA and IF can be more robust to changes in deployment

conditions.

5.4.2 Results by Data Representations

1 2 3 4 5
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Org.
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Med Diff.
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(a) Instance-based results

1 2 3 4 5
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(b) User-based results

Figure 5.9: Critical Difference (CD) diagrams of results by data representations.

On data representations, Table 5.1 and Figure 5.4 show that percentile (Pw) is

the best representation of data for anomaly detection. This is confirmed by Fried-

man test (hypotheses rejected, χ2
F = 21.46, p = 0.0003 and χ2

F = 12.48, p = 0.01),
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and posthoc tests, as shown in CD diagrams in Figure 5.9. Percentile representa-

tion allows the algorithms to achieve significantly better results than on the original

data. Concatenation shows slight improvements in some cases, while mean/median

differences are unable to surpass the original data. In some cases, such as R4.2 day

data, mean/median difference even deteriorates the AUC (Table 5.1). Only on LANL

dataset, percentile representation does not exhibit improvements in detection perfor-

mance over original extracted data. This can be explained through the data extraction

process, in that temporal properties are already incorporated in the extracted data

via frequent processes/computers in user profiles (Section 4.2.2).

The observations suggest that percentile representation, although encoding the

data change by omitting the absolute values, successfully captures the change in user

behaviours while avoiding noises in the data. At the same time, maintaining the

absolute values of changes as in mean and median difference representation seems

to create noise and decreases the detection performance (Figure 5.4). Finally, on

concatenated representation, the results show that it is hard to facilitate meaningful

automatic comparisons between data related to different points in time.

5.4.3 Results on Different Conditions for Training Anomaly Detection

Algorithms

In the following, we assume percentile data representation with window size of 30 days

(P30) and analyze ML algorithms on CERT R4.2 data types under different sizes of

training data and conditions.

5.4.3.1 Anomaly detection performance under training data poisoning

conditions

In this experiment, instead of using data from 200 randomly selected users, we de-

liberately introduce malicious users’ data during training. The number of malicious

users included varies from 0 (pure normal training data) to all 70 malicious users of

CERT R4.2 (35% of training users are malicious). In an extreme case, we use only

data of the 70 malicious insiders for training the algorithms. This is to analyze how

the anomaly methods respond to data poisoning, where malicious data is presented

at high density in training data, which may corrupt the ML models into mislabelling
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Figure 5.10: UAUC by number of malicious users in R4.2 training data

malicious as normal [10,68].

Figure 5.10 shows the user-based AUC by the algorithms on R4.2 data under

different numbers of malicious users in training. Overall, it is clear that ensemble-

based algorithms, IF and LODA, are very robust to the data poisoning attack. Using

IF, AUC even increases slightly with the presence of malicious data in training. This

can be explained through its properties, where a small amount of contamination in

training data allows trained IF trees to better model the anomalies that may appear

in the data [77].

On the other hand, the performance of AE and LOF deteriorates as the number of

malicious users in training increases. It seems that with high malicious data presence

in the training set, AE may incorporate some malicious actions as normal in its

trained model through the encoding-decoding process. Thus, it is unable to detect

those types of behaviours in testing. Similarly, in the case of LOF, high amounts of

poisoning data injected into training may increase the local density of malicious data

points, which may trick LOF to assign lower anomaly scores to those points.

Nevertheless, AE was able to maintain a better performance than other algo-

rithms, up to 30 malicious users in training data (15%). We note that in practice,

the amount of malicious users in training data for insider threat detection approaches

is typically very small [7], hence the use of AE is still preferred. Moreover, LODA

shows a great balance between detection performance and robustness, making it a

prime candidate in extreme poisoning conditions.
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5.4.3.2 Effects of the number of users in training data
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Figure 5.11: UAUC by number of users in R4.2 training data

Without having to collect ground truth for training data, the unsupervised learn-

ing approach permits the use of as many users in training data as possible, at the cost

of a higher computational cost. In this experiment, we vary the number of (randomly

selected) users to include in training data from 50 to 1000 (maximum amount) users

in CERT R4.2. User-based AUCs are presented in Figure 5.11. Results show that

except LOF, in most cases, the performance is largely unchanged. However, results

vary more (i.e. unstable), when fewer data (less number of users) are used in train-

ing. LODA and AE’s UAUC increase slightly to 200 users in training data, but AE’s

performance decreases slowly as the number of users increases in training.

Behaviours of AE and LOF can be explained through results in 5.4.3.1, where

a larger number of training users creates a higher chance of malicious users to be

included in training data, hence lowering their effectiveness. This shows that main-

taining a relatively small number of users (200) in training data not only reduces the

computational cost but also potentially gives more robust results.

5.4.3.3 Effects of training data duration

Similar to the number of users in training data, the number of weeks can be adjusted,

too. This experiment varies the parameter from 7 (10% of data time range) to 74



66

7 22 37 52 67 74
Number of weeks in training data

0.80

0.85

0.90

0.95
U

AU
C

AE, day  data
IF, day  data
LODA, day  data
LOF, day  data
AE, week  data
IF, week  data
LODA, week  data
LOF, week  data

Figure 5.12: UAUC by number of weeks in R4.2 training data

(100%). Figure 5.12 shows user-based AUCs on CERT R4.2 data types. As in the

previous experiments, IF’s performance is maintained through different numbers of

weeks used in training data. On the other hand, the detection performance of AE and

LODA rises until about 50% of the data duration is used in training (37 weeks), then

remains largely unchanged. LOF shows similar improvements in the first half of data

duration, but quickly deteriorates after that. In fact, more malicious insider activities

appear in the second half of CERT data than in the first half [24]. Hence, it can be

concluded that for AE and LOF, more training data may help to improve results, but

only to a point where the improvements are negated by the introduction of malicious

samples in training data (5.4.3.1). This experiment shows the advantage of online

learning methods, such as LODA, where results can be progressively improved over

time with more training data.

5.4.4 Ensembles of Anomaly Detection Models

As shown in previous sections, four anomaly detection algorithms show various effec-

tiveness on the datasets, especially under different training conditions. This section

presents the results by the ensemble schemes described in Section 5.2.5. Table 5.4

and Figure 5.13 show the results on CERT datasets by AUC and ROC. Combining

the anomaly scores to create ensembles, the best results (measured by AUC) by in-

dividual unsupervised ML algorithms are maintained in almost all cases, by VOTEν
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Table 5.4: Instance-based and User-based AUCs by the combination schemes on the
CERT datasets. The results are color-coded based on different shades of yellow, for
easier comparison.

Data Data 
type

Temp. 
rep.

Instance-based AUC User-based AUC

AVG MAX VOTE2 VOTE3 VOTE4 AVG MAX VOTE2 VOTE3 VOTE4

CERT 
R4.2

day

Org. 0.848 0.771 0.843 0.852 0.758 0.863 0.774 0.871 0.881 0.805
C2 0.860 0.791 0.856 0.867 0.803 0.881 0.800 0.871 0.874 0.868
C3 0.862 0.802 0.856 0.863 0.809 0.883 0.791 0.868 0.875 0.869
P7 0.905 0.897 0.901 0.904 0.885 0.901 0.889 0.907 0.910 0.888
P30 0.910 0.897 0.904 0.909 0.894 0.901 0.915 0.924 0.926 0.886
E7 0.814 0.761 0.809 0.816 0.757 0.876 0.780 0.828 0.881 0.857
E30 0.840 0.769 0.833 0.840 0.778 0.871 0.801 0.855 0.895 0.847
M7 0.806 0.748 0.800 0.804 0.763 0.865 0.782 0.810 0.865 0.824
M30 0.833 0.771 0.822 0.825 0.796 0.854 0.793 0.806 0.871 0.816

week

Org. 0.845 0.774 0.848 0.851 0.770 0.857 0.755 0.836 0.846 0.851
C2 0.854 0.794 0.851 0.856 0.793 0.866 0.772 0.849 0.863 0.831
C3 0.839 0.785 0.843 0.846 0.758 0.849 0.757 0.848 0.858 0.806
P30 0.894 0.895 0.896 0.896 0.881 0.882 0.895 0.900 0.893 0.860
P60 0.904 0.903 0.905 0.907 0.891 0.893 0.913 0.919 0.919 0.868
E30 0.854 0.836 0.849 0.854 0.842 0.741 0.689 0.765 0.755 0.745
E60 0.866 0.849 0.864 0.865 0.854 0.691 0.669 0.728 0.687 0.717
M30 0.855 0.834 0.851 0.857 0.840 0.718 0.652 0.743 0.742 0.722
M60 0.872 0.851 0.867 0.872 0.859 0.706 0.705 0.728 0.693 0.727

CERT 
R6.2

day

Org. 0.950 0.932 0.955 0.956 0.911 0.945 0.896 0.950 0.941 0.897
C2 0.956 0.946 0.961 0.963 0.922 0.896 0.884 0.938 0.940 0.826
C3 0.941 0.948 0.959 0.960 0.883 0.884 0.887 0.935 0.941 0.799
P7 0.977 0.971 0.976 0.976 0.967 0.969 0.960 0.971 0.970 0.951
P30 0.978 0.971 0.977 0.976 0.971 0.961 0.972 0.965 0.960 0.949
E7 0.920 0.918 0.910 0.914 0.904 0.947 0.896 0.894 0.939 0.937
E30 0.961 0.943 0.951 0.949 0.955 0.954 0.919 0.914 0.949 0.944
M7 0.910 0.893 0.902 0.910 0.898 0.939 0.932 0.890 0.921 0.928
M30 0.945 0.940 0.940 0.929 0.934 0.946 0.931 0.935 0.922 0.927

week

Org. 0.967 0.963 0.973 0.955 0.943 0.897 0.857 0.923 0.902 0.837
C2 0.957 0.956 0.968 0.946 0.921 0.909 0.864 0.923 0.915 0.857
C3 0.945 0.948 0.960 0.940 0.899 0.904 0.858 0.927 0.920 0.842
P30 0.966 0.979 0.980 0.977 0.935 0.920 0.938 0.947 0.942 0.880
P60 0.961 0.977 0.979 0.975 0.924 0.909 0.939 0.943 0.941 0.858
E30 0.932 0.953 0.957 0.942 0.885 0.831 0.838 0.900 0.854 0.766
E60 0.937 0.961 0.967 0.942 0.893 0.850 0.832 0.892 0.857 0.761
M30 0.936 0.963 0.966 0.938 0.891 0.821 0.804 0.873 0.840 0.768
M60 0.931 0.935 0.945 0.930 0.909 0.840 0.842 0.907 0.836 0.783
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Figure 5.13: ROCs by combination schemes and individual learning algorithms (AE,
IF) on CERT R4.2 data with P30 representation.
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and AVG. In some cases, ensembles increase the detection performance. For exam-

ple, VOTE3 achieves AUCs of 0.909 and 0.907 on CERT R4.2 day and week data,

respectively, which improves over the individual components (Table 5.1). Performing

Friedman test, hypotheses rejected on both AUC and UAUC comparisons between

the learning algorithms and ensemble schemes (χ2
F = 148, p = 4 × 10−28 and χ2

F =

120, p = 2 × 10−22). Figure 5.14 shows critical difference diagrams for the posthoc

tests on instance-based and user-based results. On the other hand, as shown in the

figure, there are no significant differences detected between AVG, VOTE2,3, and AE,

and these methods all significantly outperform the remaining algorithms (VOTE4,

MAX, IF, LODA, LOF).

1 2 3 4 5 6 7 8 9

AVG
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LOF

CD

 VOTE  3

 VOTE  2  VOTE  4

(a) Instance-based results
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 VOTE  2

 VOTE  4

(b) User-based results

Figure 5.14: Critical Difference diagrams of results by learning algorithms and en-
sembles

Furthermore, we explore the effects of ensemble schemes under different training

conditions as in Section 5.4.3. Figure 5.15 shows results (in UAUC) of ML algorithms

and ensembles on CERT R4.2 day data under different training conditions. It is ap-

parent that voting schemes, especially VOTE2, achieve the best or near best detection

performance in almost all cases. Moreover, with more training data (Figure 5.15b),

VOTE2 is able to outperform all other algorithms. On the other hand, while AVG

shows similar results to voting-based ensembles, Figure 5.15 shows that combination

by averaging is not favoured under adverse learning conditions.

On time requirement consideration, it is noteworthy that while the computation

cost (and hence time) of combining scores by the individual algorithms is insignif-

icant, in order to create an ensemble, all components need to be trained. Hence,

the ensembles are restricted by the slowest algorithm (e.g. LOF) in both training

and predicting. In the particular cases of the datasets employed in this work, the
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time required to train and evaluate detection models is reasonable (Fig. 5.8), hence

permitting their use in the current form. In other real-world applications, lightweight

components can be selected to create ensembles to avoid time and computation cost

burdens.

5.5 Discussions and Comparisons

In this part, CERT R6.2 is employed for testing purposes, as it represents more ma-

licious insider threat cases and better mimics real-world conditions (only 5 malicious

insiders). We study anomaly detection results given by the proposed system under

specific scenarios and show how security analysts may use these to further investi-

gate and identify malicious behaviours. Results on each insider threat scenario and

comparisons with other works in the literature are also presented.

5.5.1 Case Study of Anomaly Alerts

Using a unique id for each data instance used in the anomaly detection process,

the corresponding course of original user actions can be quickly examined, once an

anomaly alert is raised. A true anomaly alert example on CERT R6.2 is associated

with actions of user PLJ1771 – an IT administrator – on August 12, 2010. Using

AE and P30 representation, the data instance was assigned an anomaly alert with

99.99% confidence (i.e. the data instance has an anomaly score higher than 99.99%

of CERT R6.2 data). By studying the action sequence of the user on the day, his/her

malicious behaviour can quickly be confirmed: The user visits several sites providing

computer monitoring software, downloads a keylogger and puts it on a USB. Later

in the day, they log onto PC-3999, which belongs to their supervisor – HIS1706, and

start keylogging on the PC. This corresponds to the behaviours of a “disgruntled

system administrator” in the CERT dataset [24].

Another true anomaly alert is raised with 99.93% confidence for activities of user

CDE1846 on March 22, 2011, in which the user logged in after work hours to PC-5014,

which belongs to another user. Then, he/she opens and emails multiple documents

to his/her personal email.

On the other hand, several false alarms generated by the anomaly detection system

are worth investigating as well. For example, false alarms are raised for user YNW2855
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on September 24, 2010 and user RRH3057 on November 03, 2010 with confidence of

99.90% and 99.99%. Investigating the original user activities on both days reveals

multiple actions (file accesses, website visits) very late after work hours (around 10

PM). While these examples may not depict malicious intentions (as per the dataset’s

ground truth), their anomalous nature needs to be inspected to ensure the safety of

the system and data.

These case studies show how a system administrator may leverage the anomaly

detection system’s output to identify the true nature of alerts as well as perform

appropriate responses, with reference to the reorganized course of actions (by user,

time) in log files. Furthermore, in manually investigating the original user’s activities

corresponding to each alert, the analyst may have access to more restricted informa-

tion that was not incorporated in the ML system’s training, such as email content,

to make informed decisions.

5.5.2 Detection Performance on Insider Threat Scenarios

As mentioned in Section 4.1.1, there are five malicious insiders in CERT R6.2, each

depicts a unique threat scenario. This part examines the detection results on the

scenarios.

Table 5.5 presents the malicious insiders and detection results using AE and week

data with P60 representation of CERT R6.2. Detection delays (at 10% IB), which is

the time between the first malicious action and when the malicious user is detected,

are also presented in the table. As the table shows, scenarios 1, 3, and 4 can be

detected very easily using the proposed system with only 0% to 0.04% FPR (or 0.04

to 0.15% normal users flagged wrongly). All malicious instances of those users are

detected with less than half a percent (0.32%) FPR. Scenarios 1 and 3 can also be

detected very quickly.

On the other hand, threat scenarios 2 and 5 are much harder to detect, resulting

in FPRs of 3.07% and 8.36%, respectively. At a UFPR of 26.46%, a system analyst

will need to inspect more than 1000 users to identify the malicious user MBG3183.

The descriptions of these scenarios show much less intrusive malicious behaviours

than the other three scenarios [24]. For example, in scenario 5, “a member of a

group decimated by layoffs uploads documents to Dropbox, planning to use them
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for personal gain” (Section 4.1.1). This explains the lower detection performance on

these two scenarios, as they are easy to be mistaken as normal activities.

Table 5.5: Detection performance on specific insider threat scenarios. DD: detection
delay.

Threat
Scen.

Username
Min.

FPR to
detect

FPR to detect
all malicious
instances

UFPR
DD - week
data (days)

DD - day
data (days)

1 ACM2278 0.02% 0.06% 0.12% 3.22 0.22
2 CMP2946 3.07% 6.97% 13.00% 5.74 0.74
3 PLJ1771 0.00% 0.00% 0.04% 2.79 0.79
4 CDE1846 0.04% 0.32% 0.15% 5.68 3.07
5 MBG3183 8.36% 8.36% 26.46% 4.57 0.57

5.5.3 Robustness of the Trained Models

For this analysis, we use an anomaly detection model trained on one CERT dataset

(R4.2) to detect new anomalies on another one (R6.2). As CERT R6.2 is a newer

version with changed generative models and a larger size [24], this experiment can

be seen as applying the anomaly detection model of a company for a different one.

User-based AUCs on CERT R6.2 week data by AE models trained using the original

and P30 data representations are shown in Figure 5.16. The figure shows that the

anomaly detection model trained using CERT R4.2 data with P30 representation can

achieve very good AUC when tested on CERT R6.2 (UAUC=0.908). The result is

vastly improved over a model trained using R4.2 via the original data representation

(UAUC=0.511). This demonstrates the robustness of the proposed system when

percentile data representation is used. The result suggests that modelling user data

points in percentile representation brings in the temporal information of the user’s

previous data instances and therefore allows the model to generalize better.

5.5.4 Comparative Study

The proposed system shows clear advantages in both detection performance and the

ability to generalize when compared to other works in the literature employing un-

supervised anomaly detection methods for insider threat detection on the CERT

datasets [5, 63, 78–80,84,97,108].
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Figure 5.16: UAUC of models trained on CERT R4.2 and R6.2 data when tested on
R6.2

On CERT R4.2, the proposed approach obtained AUC of 0.907 and 0.909 on week

and day data (Section 5.4.4), outperforming previous works [5,63,97] that used HMM

and OneClass-SVM, which achieved AUC of 0.83 and 0.89, respectively. On CERT

R6.2 data, the proposed approach achieved AUC of 0.977 and 0.981 on day and

week data. In comparison, recent best AUCs achieved on R6.2 day data were 0.814

(Matterer et al. [84]), and 0.956 (Liu et al. [79], on only 3 malicious insiders). This

demonstrates the advantage of the proposed approach in embedding temporal infor-

mation in data representation, as opposed to using a learner with temporal learning

capabilities such as Long Short-Term Memory [84] and Markov models [97]. On R6.2

week data, recently, [80] achieved AUC of 0.999. However, they only tested on 500

users and 1 easy-to-detect malicious user (ACM2278, see 5.5.2). Under the same mali-

cious user consideration, the proposed approach posts an AUC of 0.9996. Similarly,

log2vec [78] achieved AUC of 0.93 with only 6 malicious users and 12 normal users in

CERT R6.2 included in the evaluation, while the result in this thesis (higher AUC)

is obtained on the full dataset. Furthermore, to the best of the author’s knowledge,

no other work has been able to show the ability of the anomaly detection solutions

to generalize (robustness) on other datasets as illustrated in Section 5.5.3.

On LANL, the proposed approach achieves comparable results to unsupervised

approaches in the literature [78, 116]. Note that other recent works on the datasets
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achieved higher AUCs, but they used supervised learning, as in [14], or presented

results by log lines [16,20], which significantly increase the number of alerts.

Finally, the proposed approach is the first evaluated for insider threat detection on

the publicly available logs in TWOS dataset, to the best of my knowledge. Previous

works mostly focus on employing mouse captures in the dataset for user authentication

[28]. In one masquerader detection approach employing the data [106], the host

monitor log containing file system access events is employed to achieve AUC of 0.851.

However, this log is not publicly available (see Section 4.1.3).

5.6 Summary

In this chapter, an unsupervised ML based anomaly detection approach for insider

threat detection is presented. To this end, four different anomaly detection algorithms

with different working principles are employed. The methods are studied using dif-

ferent representations of data with temporal information, including concatenation,

percentile and mean or median difference. In doing so, the aim is to describe the

changes in user activities that could highlight the detection of anomalous behaviours.

Experiments under different constrained conditions are performed on publicly avail-

able datasets and comprehensive results are reported. Results show that Autoencoder

using percentile representation of data is the best combination for anomaly detection.

Temporal data representation in percentile format achieves significant improvements

over original extracted data, which enables effective insider threat detection under

very low investigation budgets and generalizes well on new data. Moreover, experi-

ments demonstrate the robustness of LODA, which may suggest its use under extreme

conditions and for low time complexity online learning and prediction. Furthermore,

when training resources permit, a voting-based ensemble of anomaly detection can be

used to improve detection performance and robustness. Comparing with the existing

literature, the proposed approach shows clear advantages in detection performance

and the ability to generalize to work under different environments.



Chapter 6

Insider Threat Detection using Machine Learning

This chapter presents and evaluates a machine learning based system for user-centered

insider threat detection. Using machine learning, analysis of data is performed on

multiple levels of granularity under realistic conditions for identifying not only ma-

licious behaviours, but also malicious insiders. Detailed analysis of popular insider

threat scenarios with different performance measures is presented to facilitate the

realistic estimation of system performance. Evaluation results show that the machine

learning based detection system can learn from limited ground truth and detect new

malicious insiders in unseen data with high accuracy. Specifically, up to 85% of ma-

licious insiders are detected at only 0.78% false positive rate. The system is also able

to quickly detect malicious behaviours, as low as 14 minutes after the first malicious

action. Comprehensive result reporting allows the system to provide valuable insights

to analysts in investigating insider threat cases1.

The chapter is organized as follows. Sections 6.1 and 6.2 present the proposed

system and the ML algorithms employed. Section 6.3 details the experimental set-

tings, while evaluation results are presented in Section 6.4. Further analysis of insider

threat scenarios and discussion of the results are presented in Sections 6.5 and 6.6.

Finally, conclusions are drawn in Section 6.7.

6.1 Overview of the Insider Threat Detection System

The proposed approach of a system for malicious behaviour and insider threat detec-

tion is illustrated in Figure 6.1. Following the process in Chapter 4, data sources are

processed into numerical data format with different granularity levels and temporal

representations. A limited ground truth on the data may be obtained via initial de-

tection, as presented in Chapter 5. Alternatively, based on an organization’s normal

1Parts of this chapter have been published at IEEE Transactions on Network and Service Man-
agement [71] (© 2020 IEEE)
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Figure 6.1: Overview of the insider threat detection system
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network and system conditions, security analysts may notice suspicious activities or

unusual changes in user behaviours. The security analyst would follow up by perform-

ing an investigation to identify whether these are originated from malicious action,

which may result in some amount of data being labelled. Supervised machine learning

models are trained on extracted data using the limited amount of ground truth. The

employed ML methods are described in Section 6.2. The ML-based classification re-

sults are then presented to cyber-security analysts for further analysis and responses.

This chapter presents an analysis of different insider threat scenarios/behaviours, data

granularity levels, and training conditions.

In this chapter, we assume the following benchmarking datasets: CERT R4.2,

CERT R5.2, and LANL. In each case, ML algorithms are trained with a limited

amount of ground truth on malicious/normal user behaviours with the aim to detect

unknown malicious insiders. Then, we explore how well the learned solution would

be able to generalize for detecting unknown malicious insider cases in the datasets.

Using supervised learning, the benefit is that we need not assume that data clusters

are always synonymous with distinct behaviours. Hence, this may allow higher pre-

cision in detecting insider threats than unsupervised learning / anomaly detection

algorithms [21] (Section 6.4.1.2).

In addition, focusing on user-centered detection of insider threats, the analysis in

this chapter will distinguish between malicious actions detected and malicious users

detected, where the two are not necessarily the same. For example, the diversity

in a user’s role within an organization can impact on the number/types of actions

performed, both normal and malicious. Additionally, in many cases, user actions can

vary over time and have different contexts that need to be taken into account in order

to process an alert about a suspicious behaviour [112]. Thus, high malicious instance

detection rates in this case may not necessarily translate to all malicious insiders

being detected.

Finally, several measures are presented in this chapter, such as detection delay

per malicious insider, or the support for each malicious insider alert. By providing

these measures, in addition to traditional cyber-security metrics, such as detection

rate and false positive rate, we aim to provide better support to security analysts and

positively contribute to a successful application of the proposed system in real-world
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scenarios.

6.2 Machine Learning for Data Analytics

In this chapter, the following four well-known and widely-used ML algorithms are

employed: Logistic Regression, Random Forest, Neural Network, and XGBoost [21,

104]. Brief descriptions of the algorithms are presented below, while more detailed

descriptions can be found in [104].

6.2.1 Logistic Regression (LR)

LR is a linear statistical model that uses a logistic function to model a binary de-

pendent variable based on independent variables. In statistics, the logistic model

is suitable to model the probability of a certain class or event, such as pass / fail,

win / lose. In this research, the corresponding outputs are normal / insider threat

behaviours. Specifically, in this work, the logistic function, σ, is used to model the

probability of normal or malicious insider behaviour for each input x:

σ(wTx) = (1 + e−wT x)−1 (6.1)

Logistic regression training (with l2-regularization) results in the identification of

a weight vector, w, that minimizes the sum of squared errors between logistic function

σ(wTx) and target labels.

Logistic regression has the advantage of being highly interpretable as a linear

model. Furthermore, it returns a probability of an input vector belonging to a class,

thus facilitating the prioritization of the most suspicious actions for investigation. In

this work, logistic regression is included as a baseline model [23].

6.2.2 Neural Network (NN)

The NN assumed in this work takes the form of a multi-layer perceptron with up

to three hidden layers.2 Neural networks with at least a hidden layer provide the

ability to model a wide range of non-linear properties [11]. Reliably training such

architectures has recently been made possible through developments in approaches to

2Larger architectures could be trained, but at the expense of computational cost and interoper-
ability, factors that are also potentially important in real-world applications [21].
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credit assignment and representation. Specifically, back-propagation with the Adam

formulation of stochastic gradient descent is assumed in this work [59], where this

implies that each weight in the network has its own (adaptable) learning rate. Thus,

given a mini-batch sample of training exemplars, statistics are collected to enable

second order information to be collected, i.e. the second moments of the gradients

are inferred. The resulting combination of per weight learning rate adaption and

(stochastic) back-propagation of the error represents a more robust scheme for weight

updating than many previous more computationally expensive methods [59]. The use

of rectified linear activation functions (as part of the representation) in the hidden

layers also accelerates learning across multi-layer architectures [44].

6.2.3 Random Forest (RF)

RF represents a process for building an ensemble of decision tree classifiers that

collectively ‘vote’ to provide a single class label for each exemplar [18]. Given p

training exemplars, each described in terms of d attributes, each decision tree is

define by: (1) selecting a random subset of the p training exemplars; (2) identify a

random subset, D, of the d attributes (D ≪ d); (3) each of the D selected attributes

are used to parameterize a new decision node in the decision tree [104]. Each leaf

of a tree represents a “decision”, or in classification tasks, a predicted class label.

Typically, each tree of a random forest is trained using CART algorithm [82], which

seeks to maximize information change – measured by “gini” impurity – at each split

of the tree. Gini impurity is calculated as GINI = 1−
∑︁J

i=1 p
2
i , where pi is the fraction

of items with label i in a set of J classes.

The entire process is repeated to create a user-specified number of decision trees.

The selection of attributes (step 2) and design of decision tree nodes (step 3) is

contextual on the subset of exemplars to build each decision tree, and the subset

of attributes used to build each decision node. These properties have been formally

shown to preclude over learning, making the predictions of the RF robust [18].

6.2.4 XGBoost (XG)

Similar to RF, XG also assumes decision trees as the classifiers to compose an ensem-

ble [26]. However, XG assumes a gradient boosting method, where the combination
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Figure 6.2: An example machine learning pipeline with components automated by
TPOT [90]

of simple decision trees into a strong ensemble is guided by the optimization of a

differentiable loss function. Moreover, in boosting, the classifier output predicts class

labels through probabilities obtained using the logistic transformation of a linear com-

bination of each decision tree output. Different measures can be used with boosting to

reduce overfitting, such as random subspace method, and random subset of training

data available to each tree.

XGBoost provides improvements over traditional gradient boosting methods to al-

low a highly scalable tree boosting system. Examples include regularization, a mech-

anism for operating under sparse and weighted data, and adopting a block structure

for parallel learning. The algorithm has been successfully applied to applications in

a wide range of data mining tasks, including cyber-security [27, 36]. Due to its pop-

ularity, in this work, we include XG to test its capability in insider threat detection.

6.2.5 Automatic Optimization of Classifier – TPOT

With the aim of examining the possibilities of employing an automated machine learn-

ing approach (AutoML) to optimization of classifiers for insider threat detection, we

employ Tree-based Pipeline Optimization Tool (TPOT)3 [90] in this research. In

3https://github.com/EpistasisLab/tpot

https://github.com/EpistasisLab/tpot
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general, automated machine learning refers to frameworks that automatically ex-

plore, select and tune the components of a machine learning pipeline to achieve well-

performed models with little to no human involvement [107]. AutoML is mostly used

in supervised machine learning tasks, i.e. classification and regression.

TPOT is an AutoML system based on evolutionary computation to optimize a se-

ries of feature selectors, pre-processors and ML models based on an objective, such as

maximizing classification accuracy [73]. An example machine learning pipeline with

components that TPOT optimizes is presented in Figure 6.2. In addition to model

selection and hyperparameter optimization, like most other AutoML systems, TPOT

also performs feature selection and feature engineering / construction. Specifically,

TPOT pipelines are designed as binary expression trees with ML operators as prim-

itives. Components of the pipelines are selected from implementations of algorithms

in scikit-learn [93] and other libraries. By default, TPOT evaluates a wide range of

algorithm or classifier tasks, including four algorithms presented in this section (LR,

RF, NN, XG), and others, such as Naive Bayes, k-nearest neighbours, and Extra

trees classifier. The complete pipelines in TPOT are evaluated based on their cross-

validated scores, such as accuracy or f1-score. TPOT then optimizes the pipeline

using genetic programming with the NSGA-II Pareto optimization [33].

TPOT has been shown to outperform standard machine learning techniques [73].

Hence, in this research, we explore if TPOT is capable of achieving better performance

than other ML methods employed in this chapter.

6.3 Experimental Evaluations

In this chapter, we present the evaluation of the proposed system for insider threat

detection using the CERT insider threat datasets R4.2 and R5.2, and LANL and

TWOS datasets. Chapter 4 details the process to extract numerical features from the

data sources, as well as data pre-processing based on the identification of multiple

levels of data granularity. In Section 6.3.1, the experiment settings and performance

measures are introduced. Section 6.3.2 details the training configuration and param-

eterization of the employed ML algorithms, while Section 6.3.3 presents the metrics

for measuring the detection performance.
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6.3.1 Experiment Settings – Realistic training condition

Based on results obtained in Chapter 5, this chapter focuses on using original ex-

tracted numerical data and percentile-based temporal data representation (see Sec-

tion 4.3).

In this chapter, the aim is to obtain a realistic estimation of the proposed system’s

performance on real-world detection tasks, based on scenarios characterized by limi-

tations to the amount of ground truth data available for training the ML algorithms.

Specifically, in real-world environments, labelled (ground truth) data for training de-

tection systems is scarce. Thus, ground truth is only obtainable from a limited set

of verified users, while behaviours of others are generally unknown [13, 43]. To em-

ulate this condition, we assume a primary configuration – namely realistic condition

thereafter – where ground truth is obtained from only a restricted set of users over a

given time period.

On CERT R5.2, the ground truth data for training the ML algorithms is limited

to the data of 400 identified “normal” and “malicious” users (among 2000 users in the

organization), based on the first 37 weeks – 50% of the time period that the dataset

covers. By user count, this allows the ML algorithms to learn from data representing

18% of “normal” users and 34% of malicious insiders. Similarly, on CERT R4.2 and

LANL data, the user limits are 200 (in 1000 users) and 2000 (in 11814 users), while

duration limits are first 36 weeks (50%) and first 12 days (in 30 days), respectively. It

is noteworthy that from a detector’s point of view, the “normal” users in the training

data are only guaranteed to be benign in the training duration, while later in the

testing weeks, they may or may not turn “malicious”. Additionally, we further ensure

experiments are realistic by presenting results obtained solely from unknown users,

i.e users that have not performed any malicious actions in the training duration. By

excluding known malicious users, i.e. users whose malicious actions are included in

training data, from system performance measures, we believe the evaluations reflect

real-life situations, as well as cyber-security analyst’s interest [112].

Conceptually, by employing realistic training condition, we aim to estimate how

well a detection model developed on a dataset could perform on future unseen data

of the organization. In the first experiment, to show the contrast between traditional

ML applications and real-world cyber-security situations, we compare the realistic
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setting above with an idealistic (traditional) setting, where a random 50% of data

from the whole dataset is used to train the ML algorithms. This is done at three

levels of data granularity: user-week, user-day, and user-session. The second exper-

iment evaluates the ML algorithms in realistic setting on all aforementioned data

granularity levels to obtain detailed results, both instance-based and user-based. De-

tailed analysis is performed on the results for each insider threat scenario provided

in the dataset. Furthermore, models trained on CERT R5.2 are also used to test

against other versions of CERT insider data for exploring the generalization of the

trained models’ performances under new / unseen environments (different version of

the CERT data emulates different organizations). The evaluation results are obtained

from a series of experiments, where each setting – a ML algorithm on a data type –

is randomly repeated 20 times.

6.3.2 ML Training Configuration and Parameterization

In this research, Python 3.7 is used for data pre-processing steps and Scikit-learn [93]

and XGBoost [26] are used for implementing ML algorithms. The training data are

normalized, per attribute, to zero mean and unit variance before being used to train

the ML algorithms. The ML algorithms are trained in a binary setting, where the

two classes are: malicious (positive) and normal (negative).

Logistic Regression assumes the lbfgs solver [76] and appeared to perform best

under default parameters. In the case of the three remaining algorithms, we perform

parameter search with cross-validation using hyperopt, which is a parameter tuning

solution based on the tree-structured Parzen estimator [12]. Specifically, for RF, we

tune the number of decision tree estimators (50 to 300), the number of features to

consider when looking for the best tree split (all features, square root and log base-2

of all features), and the depth of individual trees (3 to 10, or unlimited). Similarly, we

tune the number of estimators in XG (50 to 300), the depth of each tree (3 to 25), the

feature and sample subset size (0.5 to 1). Finally, for the NN, a computational limit of

250 epochs was assumed. A search between 1 to 3 for the number of hidden layers was

conducted, where each hidden layer has the size set to a half of the previous layer.4

Different mini-batch sizes were tested (32 to 256), and L2 regularization penalty (10−6

4Enforces a ‘bottleneck’ effect that encourages the network to discover a suitable encoding.
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to 10−1) are also tuned. In each case, parameter tuning is limited to training data

alone.

6.3.3 Performance Metrics

In cyber-security applications of ML, detection rate (DR), which is also called recall,

and false positive rate (FPR) are widely used [21].

DR =
TP

TP + FN
, (6.2)

FPR =
FP

TN + FP
, (6.3)

where TP, TN, FP, FN are True Positive, True Negative, False Positive, and False

Negative, respectively. In this research, TP represents the number of malicious sam-

ples that are correctly classified as “malicious”, and FN represents the number of

malicious samples that are incorrectly classified as “normal”. On the other hand,

TN (FP) are the numbers of normal data samples that are correctly (incorrectly)

classified.

In addition to DR and FPR, we also report the system performance by Preci-

sion (Pr) and F1-score (F1). In particular cases, Accuracy (Ac), Receiver operating

characteristic (ROC) curves and Area under the curve (AUC) are also presented.

Pr =
TP

TP + FP
, (6.4)

F1 =
2

Pr−1 +Recall−1
, (6.5)

Precision represents the percentage of malicious alarms generated by the system

that is true. F1-score summarizes both DR, or recall, and Pr as a harmonic mean. Due

to the extremely skewed data (Table 4.2), a relatively small FPR may still translate

to a large number of false alarms. By reporting results using Pr and F1, the cost of

false alarm investigation is better presented. It is noteworthy that except ROC AUC,

the remaining metrics are calculated based on the default classification thresholds

generated by the algorithms post-training on each test data, which separates normal /
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malicious predictions. For the sake of brevity, in the following, we report performance

metrics (Ac, DR, FPR, Pr, F1) in percent (%).

As mentioned in Section 6.1, system performance is reported in terms of both data

instances correctly detected (instance-based results), and users correctly detected,

(user-based results). For user-based results, a normal user is misclassified if at least

one of their data instances is classified as “malicious”, while a malicious insider is

identified if at least one of their malicious data instances is classified as “malicious”

by the system. We therefore have two sets of performance metrics: Instance-based

(IAc, IDR, IFPR, IPr, IF1) and User-based (UAc, UDR, UFPR, UPr, and UF1).

Finally, to further analyze the insider threat cases and provide better insights

into the effectiveness of the approach, we introduce the following measures: detection

delay (DD) and detection rate per detected malicious insider (DR/DMI). DD can

be defined as the time duration between the first malicious action performed by a

malicious insider until he/she is detected (if ever). On the other hand, DR/DMI

is the percentage of malicious instances detected per malicious user. For example,

if a malicious insider performs data exfiltration over 5 weeks and only one user-

week data instance of the user is flagged as “malicious”, DR/DMI for this case is

1/5 = 0.2. These additional metrics could be helpful in evaluating insider threat

detectors’ performances, where DD demonstrates how quickly the system is able to

detect a malicious insider, and DR/DMI represents the extent of the user’s malicious

actions uncovered by the system.

To compare between the algorithms, data types, or experiment settings, we adopt

F1 performance metric for its expressive power. Naturally, a system achieves high

F1 when it does well on both recall (DR) and precision, which means high malicious

detection rate at a cost of low false alarm rate. Pair-wise comparisons are supported

by Wilcoxon signed-ranks test, which is the nonparametric analogue to the paired

t-test for statistical significance tests [35,113]. In the cases of tests between multiple

algorithms and data types, Friedman test with Bonferroni-Dunn posthoc test is used

[35,39] (see Section 5.3.2).
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Table 6.1: Instance-based results: Realistic vs Idealistic

Setting Alg.
Week Day Session

IACC IFPR IDR IPr IF1 IACC IFPR IDR IPr IF1 IFPR IFPR IDR IPr IF1

Idealistic

LR 99.74 0.09 55.13 71.70 62.28 99.86 0.01 33.26 81.94 47.30 99.85 0.01 22.13 89.04 35.44

NN 99.83 0.03 55.82 89.27 68.20 99.90 0.05 48.99 68.57 56.68 99.87 0.04 46.90 69.99 55.88

RF 99.80 0.00 57.55 99.97 73.05 99.86 0.00 44.60 99.98 61.68 99.86 0.00 27.80 99.96 43.49

XG 99.86 0.01 66.65 97.69 79.22 99.95 0.00 74.85 98.81 85.16 99.92 0.00 58.76 96.70 73.09

Realistic

LR 98.37 1.40 53.77 16.94 25.53 99.17 0.70 43.88 13.44 20.27 99.56 0.27 26.49 19.82 22.34

NN 99.73 0.41 45.23 38.03 40.33 99.84 0.41 39.90 20.54 26.30 99.82 0.14 29.28 37.20 31.80

RF 99.30 0.00 49.54 99.39 66.07 99.45 0.03 41.97 83.70 55.12 99.69 0.02 31.54 81.98 45.10

XG 99.67 0.14 63.37 74.10 67.63 99.70 0.20 56.39 44.84 48.52 99.53 0.31 31.76 22.09 25.11

6.4 Evaluation Results

In this section, first the effects of different training conditions on detection perfor-

mance are examined in 6.4.1. Section 6.4.2 presents results based on data representa-

tions, while detection performances by ML algorithms and by automatic optimization

of classifiers (using TPOT) is presented in 6.4.3. Finally, results by data granularity

levels are presented in 6.4.4.

6.4.1 Results by Training conditions

In this section, we perform comparisons between training conditions: realistic vs.

idealistic, and supervised learning vs unsupervised learning. For this purpose, we use

the original extracted numerical data of CERT R5.2

6.4.1.1 Realistic vs Idealistic

In this experiment, we compare instance-based results on user-session, user-day, and

user-week data between the two training conditions (realistic vs idealistic) in order

to demonstrate the challenges in applying ML solutions in real-world environments.

Instance-based results obtained from the two settings are shown in Table 6.1 and

Figure 6.3. It is clear that results obtained under the idealistic setting - 50% of

all data instances are used for training, sampled across the entire temporal period -

are significantly better on almost all measures than results obtained in the realistic

setting - training data is limited to data of only 20% of users in the first half of the

dataset. Performing Wilcoxon signed-ranks test returns p = 0.003. Thus, this rejects
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Figure 6.3: Instance-based F1-score by data types and algorithms under realistic and
idealistic training conditions. Error bars show 95% confidence intervals.

the null hypothesis: ML algorithms under the two training conditions (idealistic and

realistic) perform similarly with regards to IF1 at the 1% significance level.

By employing idealistic training condition, most ML algorithms achieved near

perfect IFPR, and higher IDR than under the realistic setting. The only exception

is RF over user-session data, where IDR and IF1 obtained from realistic setting is

better. Figure 6.3 also shows that RF achieves the most similar performances between

idealistic and realistic training conditions, which suggests RF as a good candidate for

learning from limited data conditions. On the other hand, while XG performs better

under the idealistic setting than the remaining algorithms, its performance degrades

greatly under realistic training condition, especially on higher granularity data, i.e

user-session data.

From a ML standpoint, all ML algorithms achieve relatively low instance-based

false positive rates under realistic condition, where IFPR < 0.5% in most cases.

However, in practice, due to the fact that normal data instances account for more

than 99.6% of all data instances, the amount of false positive alarms may still pose

a challenge to analysts. For example, a 0.14% IPFR by NN on user-session data is

equivalent to 1400 false malicious instance alerts.
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The presented results highlight the challenges observed in many real-world appli-

cations of ML, especially in cyber-security, where ground truth is limited and typical

ML setting (random training / testing splitting of data) can not be satisfied, given that

such a split assumes global information. Thus, results obtained in a typical (ideslis-

tic) ML setting may not necessarily reflect real-world cyber-security performances,

and realistic settings need to be adopted in system design in order to ensure a smooth

transition to deployment environments and valid estimation of performances.

6.4.1.2 Learning algorithm – Supervised vs Unsupervised

Table 6.2: Instance-based results by Isolation Forest

Threshold
User-Week User-Day User-Session

IFPR IDR IPr IFPR IDR IPr IFPR IDR IPr

1% 0.94 0.38 0.22 1.17 3.01 0.59 1.14 12.54 2.50
5% 4.98 6.31 0.62 4.96 24.30 1.09 4.90 31.66 1.44
10% 9.42 26.42 1.32 9.23 50.99 1.17 9.08 49.87 1.17

In this section, we compare in realistic training condition the performances of

employed ML algorithms and Isolation Forest (IF) [77], a prominent unsupervised

learning approach that has been employed in many network anomaly detection work

recently [4]. IF assumes that the anomalous data instances are easier to isolate from

the rest of the data than normal instances, hence shorter path lengths to the corre-

sponding leaves of anomalous instances. For training IF models, the number of trees

is tuned for each data type. We assume three different thresholds (1%, 5%, and 10%)

for flagging data instances as “anomaly”, based on different investigating budgets.

Table 6.2 and Figure 6.4 illustrate the results achieved by IF. The results clearly

demonstrate that when label information, albeit limited, is available for training ML

algorithms, guided search as in supervised learning will achieve superior performances,

especially at very low FPRs.

6.4.2 Results by Data Representations

In Chapter 5, percentile data representation has been shown to benefit anomaly de-

tection, especially on the CERT datasets. Hence in this section, we evaluate the
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Table 6.3: Instance-based detection results by data representations. F1 and AUC
results are color-coded based on different shades of green and yellow, for easier com-
parison.

Data Data 
type Alg

Original Percentile representation
IAc IFPR IDR IPr IF1 IAUC IAc IFPR IDR IPr IF1 IAUC

CERT 
R4.2

Session

LR 99.40 0.41 21.33 13.53 15.78 0.865 99.77 0.01 16.13 76.44 26.56 0.727
NN 98.60 1.23 32.60 6.59 10.83 0.844 99.51 0.33 35.65 22.68 27.34 0.811
RF 99.63 0.22 40.72 37.88 36.85 0.956 99.80 0.01 24.91 89.91 38.95 0.984
XG 99.11 0.75 44.60 14.34 21.21 0.947 99.83 0.04 50.43 77.71 60.82 0.983

Day

LR 99.10 0.67 27.08 12.58 16.75 0.878 99.72 0.06 31.29 63.11 41.78 0.730
NN 98.72 1.10 42.45 11.63 17.99 0.898 99.84 0.05 67.89 80.28 73.53 0.950
RF 99.31 0.55 55.88 27.68 35.72 0.968 99.85 0.07 74.61 79.75 76.82 0.998
XG 99.21 0.66 57.93 23.28 32.68 0.970 99.83 0.13 87.36 69.21 77.00 0.998

Week

LR 98.41 1.31 44.13 15.30 22.58 0.904 98.68 0.93 24.97 12.71 16.68 0.646
NN 98.85 0.87 45.63 22.56 29.78 0.914 99.49 0.14 28.68 52.96 37.08 0.771
RF 99.45 0.22 37.60 49.82 42.01 0.971 99.71 0.02 48.44 94.56 63.72 0.983
XG 99.24 0.47 44.49 35.09 38.54 0.974 99.18 0.64 65.39 37.14 46.51 0.973

CERT 
R5.2

Session

LR 99.56 0.27 26.49 19.82 22.34 0.847 99.77 0.03 17.59 57.76 26.81 0.707
NN 99.69 0.14 29.28 37.20 31.80 0.875 99.58 0.27 37.44 26.06 30.25 0.885
RF 99.82 0.02 31.54 81.98 45.10 0.897 99.82 0.00 25.63 98.22 40.63 0.972
XG 99.53 0.31 31.76 22.09 25.11 0.923 99.78 0.07 36.18 57.84 44.15 0.973

Day

LR 99.17 0.70 43.88 13.44 20.27 0.915 99.82 0.07 52.43 66.67 58.02 0.802
NN 99.45 0.41 39.90 20.54 26.30 0.935 99.88 0.06 74.08 78.30 75.43 0.938
RF 99.84 0.03 41.97 83.70 55.12 0.980 99.91 0.04 75.94 83.03 79.21 0.998
XG 99.70 0.20 56.39 44.84 48.52 0.984 99.95 0.02 87.82 92.26 89.93 0.999

Week

LR 98.37 1.40 53.77 16.94 25.53 0.928 98.75 0.95 41.75 18.83 25.91 0.715
NN 99.30 0.41 45.23 38.03 40.33 0.914 99.63 0.08 44.42 75.99 55.61 0.823
RF 99.73 0.00 49.54 99.39 66.07 0.987 99.69 0.02 45.35 94.36 60.82 0.986
XG 99.67 0.14 63.37 74.10 67.63 0.991 99.57 0.17 48.85 63.11 54.42 0.973

LANL Day

LR 99.60 0.33 15.46 3.82 6.10 0.801 99.83 0.10 10.68 8.41 9.36 0.811
NN 99.82 0.11 13.45 10.28 11.36 0.748 99.85 0.07 7.71 8.73 8.01 0.662
RF 99.91 0.01 7.39 34.83 11.93 0.950 99.90 0.01 0.93 3.81 1.42 0.915
XG 99.90 0.02 7.06 21.38 10.35 0.964 99.90 0.02 1.53 5.55 2.37 0.924
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Table 6.4: User-based detection results by data representations. F1 and AUC results
are color-coded based on different shades of green and yellow, for easier comparison.

Data Data 
type Alg

Original Percentile representation
UAc UFPR UDR UPr UF1 UAUC UAc UFPR UDR UPr UF1 UAUC

CERT 
R4.2

Session

LR 90.52 9.47 90.49 29.22 43.90 0.971 98.53 0.91 86.34 81.51 83.76 0.978
NN 83.19 17.23 94.39 17.49 29.44 0.965 86.89 13.60 99.27 22.87 37.09 0.989
RF 96.27 3.64 94.15 55.98 69.19 0.993 98.79 1.13 97.07 80.54 87.76 0.999
XG 93.80 6.04 90.00 40.13 55.24 0.971 96.94 2.72 89.51 61.69 72.38 0.989

Day

LR 87.97 12.27 94.15 24.13 38.26 0.969 96.70 3.34 97.56 56.95 71.81 0.977
NN 84.45 16.01 96.34 19.34 32.10 0.979 97.41 2.66 99.02 63.31 77.00 1.000
RF 95.62 4.53 99.02 50.11 66.20 0.996 97.96 2.13 100.00 70.14 81.78 1.000
XG 95.08 4.66 89.27 46.32 60.76 0.979 97.55 2.42 96.83 65.07 77.63 0.996

Week

LR 89.79 9.86 81.46 25.75 39.07 0.910 87.38 11.89 69.51 19.44 30.29 0.906
NN 94.61 5.06 87.07 43.65 57.93 0.950 95.83 3.33 77.07 51.27 61.44 0.942
RF 96.85 2.52 82.93 60.34 69.49 0.990 99.45 0.51 98.54 91.18 94.33 1.000
XG 96.00 3.25 79.27 52.60 63.09 0.978 91.06 9.02 92.93 31.16 46.39 0.971

CERT 
R5.2

Session

LR 93.31 6.54 89.00 31.49 46.44 0.982 96.77 2.75 82.70 50.97 62.84 0.961
NN 96.26 3.44 87.54 47.47 61.31 0.987 89.95 10.14 93.02 22.66 36.31 0.976
RF 98.72 0.78 84.62 81.45 82.36 0.993 99.52 0.13 89.37 96.18 92.60 0.999
XG 97.02 2.49 82.77 54.39 65.39 0.979 97.89 1.85 90.16 62.99 73.98 0.991

Day

LR 92.23 7.75 91.54 28.17 43.03 0.978 96.40 3.70 99.23 48.45 64.98 0.998
NN 95.54 4.13 86.15 41.96 56.32 0.982 97.34 2.75 100.00 59.09 73.38 0.999
RF 98.95 0.43 81.62 88.04 84.42 0.997 97.76 2.32 100.00 61.77 75.82 1.000
XG 97.61 1.97 85.46 61.03 70.96 0.991 99.03 1.01 100.00 79.84 88.28 1.000

Week

LR 92.20 7.77 91.31 28.12 42.93 0.971 87.98 11.75 79.38 17.61 28.82 0.915
NN 96.50 2.82 77.00 49.00 59.77 0.922 97.80 1.53 78.77 65.85 71.33 0.958
RF 99.08 0.02 73.85 99.33 84.60 0.995 99.72 0.10 94.62 97.35 95.89 1.000
XG 98.42 1.00 82.00 75.52 78.25 0.992 96.78 3.22 96.62 52.33 67.42 0.996

LANL Day

LR 97.18 2.29 19.24 5.69 8.70 0.789 98.32 1.07 15.90 9.98 12.19 0.851
NN 98.52 0.89 13.67 10.26 11.42 0.777 98.59 0.76 11.41 10.48 10.70 0.768
RF 99.28 0.05 3.67 36.35 6.59 0.901 99.11 0.16 1.41 4.14 1.98 0.850
XG 99.26 0.09 6.46 32.60 10.61 0.926 99.03 0.25 2.31 6.12 3.32 0.884
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learning algorithms with two different representations of the numerical data: original

extracted data and percentile.

The results are presented in Tables 6.3 and 6.4. As shown in the tables, by

using percentile representation, detection performances by almost all algorithms are

improved on CERT datasets, on both F1 scores and AUC. Wilcoxon signed-ranks

tests return p = 0.003 and p = 0.013 for comparisons by IF1 and UF1, respectively.

Furthermore, similar to the observations in Chapter 5, temporal representation of data

does not seem to improve detection performance over the original extracted data on

LANL dataset. This has been attributed to the appearance of temporal information

in original extracted data for the case of LANL (see Section 5.4). It is also noteworthy

that FPRs and DRs in the tables are measured at default classification thresholds

by the algorithms, at very low FPRs. In the case of LANL data, as AUC is higher

than 0.9 with RF and XG, it is expected that by adjusting the decision threshold to

accept a higher FPR, DRs can be improved. For example, using XG at 1% IFPR and

UFPR, IDR and UDR are improved to 54% and 38%, respectively.

6.4.3 Detection Performances by ML algorithms

As shown in Tables 6.3 and 6.4, among the ML algorithms, RF presents the best

results in terms of F1-score, precision, and false positive rates, both on user-based

and instance-based metrics (Figure 6.8). NN shows promising UDR – about 4%

higher than RF – at a cost of higher UFPR. On the other hand, LR suffers from high

UFPR and low F1 scores. Finally, while XG achieves the best performance (IF1)

on user-week data, fine-grained data types have a much higher negative impact on it

than on either RF or NN (Section 6.4.4).

Performing Friedman test on both user-based and instance-based F1 scores, the

null hypotheses are easily rejected (p = 0.0008 and p = 4×10−5 ), which means there

are significant differences between the algorithms. Figure 6.5 presents the critical

difference diagram obtained using the posthoc test. The tests confirm the observations

on algorithms’ performances.
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Figure 6.5: Critical Difference (CD) diagrams of results by ML algorithms. Average
rank of each algorithm is shown on the scale. Two linked entries (connected by a
horizontal black bar) are not significantly different, i.e. rank difference is less than
CD.

Table 6.5: Instance-based detection results by TPOT. F1 and AUC results are color-
coded based on different shades of green and yellow, for easier comparison.

Data Type Temp. rep. IAc IFPR IDR IPr IF1 IAUC

CERT 
R4.2

session
Org. 99.02 0.86 48.80 13.17 20.50 0.944
Percentile 99.76 0.09 42.79 68.70 50.34 0.976

day
Org. 98.82 1.10 73.20 19.21 30.05 0.969
Percentile 99.81 0.16 88.05 69.28 76.23 0.998

week
Org. 99.08 0.67 52.10 32.21 38.88 0.971
Percentile 99.33 0.50 66.83 45.44 52.47 0.978

CERT 
R5.2

session
Org. 99.34 0.52 40.96 17.69 24.16 0.885
Percentile 99.81 0.02 26.79 76.40 39.40 0.901

day
Org. 99.50 0.42 65.83 30.47 40.49 0.960
Percentile 99.92 0.05 87.54 81.69 84.28 0.997

week
Org. 99.62 0.25 73.97 65.69 68.50 0.990
Percentile 99.68 0.10 57.63 78.14 65.61 0.985

LANL day
Org. 99.90 0.02 6.41 20.33 9.21 0.913
Percentile 99.86 0.05 4.32 5.04 4.02 0.907

TPOT optimized with F1 scoring

Data Type Temp. rep. Alg Accuracy % FPR % DR % Precision % Kappa

r4.2

session
None TPOT 98.64 1.24 49.47 9.94 0.158
percentile30 TPOT 99.74 0.11 38.74 56.99 0.441

day
None TPOT 99.11 0.78 64.99 21.77 0.321
percentile30 TPOT 99.80 0.15 86.32 67.78 0.748

week
None TPOT 98.98 0.78 52.81 29.38 0.365
percentile30 TPOT 99.51 0.31 63.71 56.20 0.583

r5.2

session
None TPOT 98.47 1.41 47.59 9.40 0.148
percentile30 TPOT 99.70 0.14 29.00 42.76 0.314

day
None TPOT 98.88 1.07 76.13 16.73 0.267
percentile30 TPOT

week
None TPOT 98.41 1.49 78.31 22.99 0.346
percentile30 TPOT 99.54 0.26 61.86 56.74 0.588
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Table 6.6: User-based detection results by TPOT. F1 and AUC results are color-coded
based on different shades of green and yellow, for easier comparison.

Data Type Temp. rep. UAc UFPR UDR UPr UF1 UAUC

CERT 
R4.2

session
Org. 93.93 6.04 93.17 40.81 56.54 0.984
Percentile 96.25 3.69 95.12 66.46 74.72 0.996

day
Org. 93.88 6.24 96.59 40.70 57.08 0.989
Percentile 97.77 2.33 100.00 69.52 80.90 1.000

week
Org. 95.07 4.70 89.76 47.22 61.43 0.986
Percentile 91.28 8.96 97.07 34.91 49.96 0.991

CERT 
R5.2

session
Org. 95.53 4.34 91.69 42.51 57.88 0.987
Percentile 98.04 1.36 80.32 70.35 74.40 0.951

day
Org. 96.25 3.78 97.23 47.45 63.61 0.988
Percentile 98.77 1.27 100.00 73.95 84.91 1.000

week
Org. 98.43 1.18 87.38 72.50 79.18 0.995
Percentile 97.93 2.14 100.00 63.42 77.22 0.999

LANL day
Org. 99.19 0.16 6.65 23.22 9.81 0.888
Percentile 98.70 0.61 5.77 5.46 5.00 0.877

TPOT optimized with F1 scoring

Data Type Temp. rep. Accuracy % FPR % DR % Precision % F1

r4.2

session
None 92.95 7.10 94.15 36.84 0.528
percentile30 95.71 4.08 91.22 58.03 0.680

day
None 94.81 5.20 95.12 45.01 0.610
percentile30 97.64 2.44 99.51 68.54 0.799

week
None 95.18 4.65 91.22 47.25 0.619
percentile30 94.51 5.59 97.07 45.57 0.613

r5.2

session
None 92.01 8.04 93.85 30.09 0.447
percentile30 95.71 3.81 81.27 47.87 0.580

day
None 94.74 5.41 98.97 39.12 0.558
percentile30

week
None 96.06 3.81 92.31 45.85 0.611
percentile30 96.49 3.63 100.00 50.66 0.666

CERT R4.2 CERT R5.2 LANL

0.0
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0.6

F
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Figure 6.6: Instance-based F1-score by data and algorithms. Error bars show 95%
confidence intervals.
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6.4.3.1 TPOT results

As presented in Section 6.2.5, TPOT is employed to explore the possibilities of au-

tomatically optimizing the classifiers for better detection results. In this research,

TPOT is run with default classifier configuration5 and based on the following tem-

plate: Selector-Transformer-Classifier. The template enforces a linear pipeline struc-

ture as described by the steps: Selector (feature selection, e.g. SelectPercentile,

VarianceThreshold), Transformer (transforming features, e.g. FeatureAgglomeration,

OneHotEncoder), and Classifier. In our preliminary experiments, TPOT has a ten-

dency to produce complex stacked classifiers without improvements in performance.

Thus, the template is used to reduce TPOT computation time and potentially provide

more interpretable results [73]. In [73], the authors demonstrated that by enforcing

type constraints with strongly typed GP, TPOT with templates significantly outper-

formed a tuned XGBoost model and standard TPOT implementation.

Similar to other learning algorithms in this chapter, TPOT’s training data is

provisioned based on realistic training condition (Section 6.3.1). For optimizing the

classifier pipelines, in this research, TPOT is run with population size of 100 and up

to 50 generations (with early stopping). Accuracy is selected for the scoring function

and the results in each generation are measured using 5-fold cross-validation. The

parameters are selected empirically.

As TPOT needs to evaluate a population of pipelines, each has multiple steps,

and repeats that over many generations, TPOT training process requires significantly

higher computing resources than individual learning algorithms, such as RF and NN.

For example, in our experiments, TPOT may take up to three days to train on

compute nodes with Intel Xeon E5-2683v4 CPU and 250GB of RAM, while RF can

be trained in minutes on smaller nodes. Furthermore, in some cases, TPOT may

crash due to excessive RAM requirement of Polynomial feature construction6.

The following is an example of an optimized TPOT pipeline on CERT r4.2 week

data with percentile representation: ExtraTreesClassifier(ZeroCount(SelectPercentile(

input matrix, percentile=60)), bootstrap=False, criterion=entropy, max features=0.7,

5The configuration can be found at https://github.com/EpistasisLab/tpot/blob/master/

tpot/config/classifier.py
6https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.

PolynomialFeatures.html

https://github.com/EpistasisLab/tpot/blob/master/tpot/config/classifier.py
https://github.com/EpistasisLab/tpot/blob/master/tpot/config/classifier.py
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.PolynomialFeatures.html
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.PolynomialFeatures.html
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Figure 6.7: Instance-based and user-based F1-score by data types and ML algorithms.
Error bars show 95% confidence intervals.

min samples leaf=1, min samples split=9, n estimators=100)). Post-training, the

optimized TPOT pipelines are evaluated on test data. The test results are presented

in Tables 6.5 and 6.6. Figure 6.6 shows a comparison between the ML algorithms on

the original extracted data from datasets by F1 score. It is apparent that TPOT in

this case offer no improvements over RF and XG. Performing Wilcoxon signed-ranks

test, the p values for comparison pairs RF – TPOT and XG – TPOT are 0.44 and

0.15, respectively. This shows the advantage of RF with proper parameterization

(Section 6.3.2), as it is able to achieve optimized results without the computation

overhead as via TPOT.

6.4.4 Results by Data Granularity Levels

As presented in Section 4.2.4, multiple levels of data granularity can be extracted on

CERT R5.2. In this section, we investigate the impact on the performance of a ML

based insider threat detection system under the realistic training condition.

6.4.4.1 Instance-based results

Instance-based results are shown in Table 6.7 and Figure 6.7. One noticeable trend

overall is that ML algorithms’ instance-based performances are degrading (w.r.t. IDR
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Table 6.7: Instance-based results by data granularity levels and ML algorithm. F1 and AUC results are color-coded based on
different shades of green and yellow, for easier comparison.

Data
type

Logistic Regression Neural Network Random Forest XGBoost

IFPR IDR IPr IF1 IAUC IFPR IDR IPr IF1 IAUC IFPR IDR IPr IF1 IAUC IFPR IDR IPr IF1 IAUC

xw 1.40 53.77 16.94 25.53 0.93 0.41 45.23 38.03 40.33 0.91 0.00 49.54 99.39 66.07 0.99 0.14 63.37 74.10 67.63 0.99
xd 0.70 43.88 13.44 20.27 0.91 0.41 39.90 20.54 26.30 0.94 0.03 41.97 83.70 55.12 0.98 0.20 56.39 44.84 48.52 0.98
xs 0.27 26.49 19.82 22.34 0.85 0.14 29.28 37.20 31.80 0.87 0.02 31.54 81.98 45.10 0.90 0.31 31.76 22.09 25.11 0.92
xn=50 0.14 16.72 17.60 16.72 0.82 0.09 20.24 32.39 23.69 0.86 0.01 19.96 80.09 31.57 0.88 0.27 22.12 12.14 15.38 0.88
xn=25 0.07 11.22 17.84 13.49 0.80 0.04 14.75 39.61 20.59 0.85 0.01 15.56 78.98 25.67 0.88 0.20 15.74 9.24 11.37 0.86
xt=4 0.13 18.20 19.13 18.35 0.85 0.09 22.02 29.77 24.46 0.88 0.01 21.65 74.77 33.06 0.90 0.12 21.45 22.93 21.53 0.89
xt=2 0.08 12.53 16.65 14.13 0.84 0.05 15.77 32.02 20.26 0.87 0.01 16.13 67.86 25.68 0.89 0.16 16.33 11.26 13.13 0.87

Table 6.8: User-based results by data granularity levels and ML algorithm. F1 and AUC results are color-coded based on
different shades of green and yellow, for easier comparison.

Data
type

Logistic Regression Neural Network Random Forest XGBoost

UFPR UDR UPr UF1 UAUC UFPR UDR UPr UF1 UAUC UFPR UDR UPr UF1 UAUC UFPR UDR UPr UF1 UAUC

xw 7.77 91.31 28.12 42.93 0.97 2.82 77 49 59.77 0.92 0.02 73.85 99.33 84.60 1.00 1 82 75.52 78.25 0.99
xd 7.75 91.54 28.17 43.03 0.98 4.13 86.15 41.96 56.32 0.98 0.43 81.62 88.04 84.42 1.00 1.97 85.46 61.03 70.96 0.99
xs 6.54 89 31.49 46.44 0.98 3.44 87.54 47.47 61.31 0.99 0.78 84.62 81.45 82.36 0.99 2.49 82.77 54.39 65.39 0.98
xn=50 6.44 87.77 31.72 46.46 0.97 3.71 86.46 45.43 59.24 0.98 0.54 80.15 85.89 82.37 0.99 2.51 75.15 51.49 60.90 0.96
xn=25 6.55 85.54 30.73 45.10 0.96 2.83 83.54 51.89 63.54 0.98 0.51 79.85 86.49 82.49 0.99 2.58 69.77 48.91 57.36 0.95
xt=4 7.83 89.54 27.6 42.11 0.97 4.56 88.38 40.55 55.32 0.98 0.79 83.08 80.67 81.30 0.99 2.3 71.54 52.5 60.33 0.95
xt=2 9.36 89.62 23.87 37.63 0.97 4.47 86.15 40.38 54.74 0.98 0.92 82.92 77.8 79.77 0.99 2.66 66.62 46.94 54.91 0.94
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and IF1) by higher data granularity levels. Specifically, significant differences can be

observed when comparing instance-based results (IF1) of different data granularity

levels in almost all of the cases. For example, comparing RF’s IF1 between user-week

and user-session, or between user-session and sub-session T2 both yield p = 9e−5.

Figure 6.4 further demonstrates the observation, where AUCs are higher on user-

week data than on user-session data. This can be explained through the amount of

information embedded in each data instance of different data types (see Chapter 4),

where coarse-grained data types, such as user-week and user-day, covers a longer

period and summarize more behavioural information, i.e. user actions, than fine-

grained data types, such as user-session and sub-session. Furthermore, much larger

instance count and higher imbalanced data distribution in fine-grained data types

(Table 4.2) also likely contribute to the observed degradation in instance-based results.

6.4.4.2 User-based results

Table 6.8 and Figure 6.7 and 6.8 show user-based results by the ML algorithms on

different data granularity levels. In contrast to the trend observed in instance-based

results, user-based results (UDR, UF1) are generally more robust on different data

granularity levels. Other than the XG algorithm, no large changes (>5%) can be found

between the measures of the data types in most of the cases. Furthermore, despite

a relatively low proportion of detected malicious insider data instances (Table 6.7),

the classifiers could learn to detect at least one malicious instance for most of the

malicious insiders (80 to 90%). User-based result reporting also adjusts false positive

rates considerably. For example, the NN achieves only a 0.14% IFPR, but 3.44%

UFPR on user-session data. These observations show the shortcomings of simply

reporting results per data instance rather than per user, where the former may not

necessarily demonstrate a true estimation of the detector’s capability in detecting

malicious users. In practice, it seems that user-based metrics justify the use of fine-

grained data types, such as session and sub-session. On these data types, despite

lower IF1 and IDR than for coarse-grained data types, the UF1 and UDR performance

remain the same. Fine-grained data types also provide further advantages to detection

systems, such as allowing a faster response (investigated in Section 6.5).
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Figure 6.8: Instance-based vs User-based ROCs and AUCs of RF on different data
granularity levels
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6.5 Analysis of Insider Threat Scenarios

As mentioned in Section 4.1.1, there are four distinct insider threat scenarios in CERT

R5.2 dataset. In this section, we analyze the performance of the ML models on each

scenario based on UDR, detection delay, and detection rate per detected malicious

insider. The results by RF are shown in Figure 6.9.

6.5.1 Scenarios 1 and 4 – Data Exfiltration

It is readily apparent that insider threat scenarios 1 and 4 are reliably detected on

most of the data types. Furthermore, these scenarios are detected quickly by the

system with high confidence, particularly on session and sub-session data granularity

levels. In these cases, the detection delays by RF are 3 and 0.23 hours (14 minutes)

on average, and DR/DMI mostly above 70% and 48%, respectively. This suggests

that the two scenarios can be easily detected using ML based systems. The insider

threat scenarios depict data exfiltration attempts. In scenario 1, “user begins to log in

after hours, using a USB, and uploading data to wikileaks.org”, and scenario 4 shows

another example: “user logs into another user’s machine and searches for interesting

files, emails them to his/her home email” [24]. Thus, it may be assumed that well-

chosen / derived features (Chapter 4) contribute to the detection of behavioural shifts

(abrupt changes in the user behaviour) in these scenarios. Some examples of these

are in after workhour information, or in PC and external email information.

6.5.2 Scenario 2 – Intellectual Property Thief

Scenario 2 appears to be the hardest to detect using ML based detectors. The best

results are obtained on user-day data, where 46% and 65% of malicious insiders

are detected using RF and NN respectively. Detection also takes longer and with

less confidence (DR/DMI < 36%) – averaging 154 hours (NN) and 86 hours (RF)

after the first malicious behaviour. Dataset description states that in this scenario,

“user surfing job websites and soliciting employment from a competitor, and use

a thumb drive to steal data” [43]. This implies less obtrusive actions than other

scenarios. Furthermore, the insiders in scenario 2 possibly hid their malicious actions

intentionally by performing them over a longer period of time (2 months on average,
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Section 4.1.1), hence making it harder to detect.

6.5.3 Scenario 3 – IT Sabotage

Scenario 3 represents an IT sabotage behaviour, where “disgruntled system admin-

istrator uses keylogger to collect keylogs then log in as his supervisor to send out

an alarming mass email” [24]. Based on Figure 6.9, it is apparent that this scenario

can be detected easily with fine-grained data types (session and sub-session). On the

other hand, coarse-grained data types result in lower performance under this scenario.

This observation can be explained through distinct characteristics particular to this

scenario, where a malicious user performs only a small number of actions (download

keylogger, copy to USB) under their own account. Fine-grained data types are able

to isolate those activities in terms of their short duration and PC-specific nature,

leading to high detection rates. However, it should be noted that although this sce-

nario can be detected effectively using fine-grained data types, detection delay and

DR/DMI are not as good as that of scenarios 1 and 4, at approximately 8 hours and

40%, respectively.

6.5.4 Traitors vs Masqueraders

Depending on the modelling approach, scenarios 3 and 4 may be considered mas-

queraders [52, 100], as they involve insiders performing malicious actions on other

users’ machines. The two remaining scenarios are purely traitors’ actions. Results

show that traitors’ actions – when performed in a less obtrusive manner and over a

long period – are harder to detect (Scenario 2, Figure 6.9). On the other hand, both

masquerader and traitor cases (scenarios 1, 3, and 4) can be detected easily using the

proposed system if significant changes in user behaviours can be detected through the

ML models.

6.5.5 Data Granularity Effects

Finally, with respect to granularity levels, fine-grained data types perform well with

high malicious insider DR, low detection delay, and high DR/DMI in almost all

situations. However, sub-session data types show no advantage over user-session data

in all measures. On coarse-grained data types, user-day data has an edge in detecting
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insider threat scenario 2. On the other hand, when user-week data is used, lower

performance results, especially in terms of detection delay (> 280 hours and 360

hours in scenarios 4 and 2), despite the best instance-based performances (Table 6.7).

6.5.6 Test Results on Different Organizational Data

Table 6.9: User-based test results of the trained models on CERT R5.1 & CERT R6.2

Test data
Data
type

Neural Network Random Forest

UFPR UDR UPr UF1 UFPR UDR UPr UF1

CERT
R5.1 (2000
users, 4
malicious
insiders)

xw 3.56 70.00 3.75 7.12 0.05 55.00 75.42 62.16
xd 5.87 63.75 2.06 3.99 0.68 65.00 21.81 30.44
xs 5.14 76.25 2.84 5.48 0.84 77.50 22.15 32.68
xn=50 4.50 75.00 3.28 6.28 0.58 75.00 31.09 41.62
xn=25 3.57 75.00 4.33 8.15 0.67 75.00 28.13 37.97
xt=4 5.78 80.00 2.71 5.24 0.96 76.25 20.31 29.97
xt=2 6.18 81.25 2.55 4.94 1.17 75.00 13.87 22.90

CERT
R6.2 (4000
users, 5
malicious
insiders)

xw 0.05 10.00 26.10 13.39 2.75 52.00 4.43 7.79
xd 2.03 40.00 2.97 5.45 2.99 62.00 5.96 10.10
xs 18.57 59.00 0.34 0.68 16.02 57.00 0.38 0.75
xn=50 17.58 63.00 0.38 0.75 6.18 61.00 1.36 2.65
xn=25 16.46 57.00 0.38 0.75 6.51 60.00 1.17 2.30
xt=4 22.56 59.00 0.26 0.52 8.16 60.00 0.92 1.81
xt=2 26.29 60.00 0.21 0.43 8.38 59.00 0.87 1.71

As mentioned in Section 4.1.1, there are different versions of the CERT insider

threat datasets. In this section, we train ML classifiers on CERT R5.2 and test them

on CERT R5.1 and R6.2. CERT R5.1 simulates a similar organizational structure

as CERT R5.2, with the same number of users, while CERT R6.2 has a different

organizational structure and more users (4000), compared to CERT R5.2. Both

CERT R5.1 and R6.2 simulate only one malicious user per insider threat scenario,

significantly reducing the proportion of malicious data, which makes the detection

task more challenging. Table 6.9 presents the results of these tests.

On CERT R5.1, it is apparent that the models perform well with low false alarm

rates and 75% malicious insider detection rate. Typically on all data types, only

the insider in scenario 2 is missed. It is noteworthy that while UDR and UFPR are

similar to that observed on CERT R5.2, UPr and UF1 are lower, given the lower
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number of malicious users in CERT R5.1. On the other hand, CERT R6.2 appears to

present new challenges, possibly due to a different organizational structure. Notably,

a new insider threat scenario in CERT R6.2 (scenario 5) is undetected. This scenario

depicts behaviours of “a user decimated by layoffs uploads documents to Dropbox,

planning to use them for personal gain” [24]. Not only does this scenario represent

a novel malicious behaviour to the trained model, but it also shows less obtrusive

actions than the remaining four scenarios.

On data granularity, user-session shows lower performance than the other data

types from CERT R6.2. This suggests that on a different organization with different

user behaviour models, a session of user data may represent a different course of

actions. In this case, a more aggregated data type, such as user-day and/or user-

week may demonstrate better results.

Overall, results in this section indicate that models trained for insider threat

detection in an organization can only be used as an initial detection step in a different

environment. Specific models need to be re-trained from ground up or evolved from

existing models for better accuracy. Furthermore, anomaly detection is needed to

identify novel malicious behaviours.

6.6 Discussion

6.6.1 DR - FPR trade-off

Throughout the experiments and results presented above, it is clear that there is

a trade-off between the ability to detect malicious behaviours (DR) and maintain-

ing a low false alarm rate (FPR). RF achieves the lowest FPRs and good DRs in

most of the cases, explaining the good performances under the F1-score. Wilcoxon

signed-ranks tests between RF and LR, NN, XG return p values 0.015, 0.015 and

0.03, respectively. This provides strong evidence against the null hypothesis that the

methods are equivalent with respect to IF1. NN and LR post higher malicious DR

at a cost of lower precision. Table 6.7 shows that instance-based false alarm rates

are approximately 5/6 for LR, and 2/3 for NN. In comparison, the false alarm rate

is only 1/5 for RF, both for instance-based and user-based. On the other hand, XG

shows good results on week data and in the idealistic condition only, which suggests
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that it may not be a suitable candidate for insider threat detection, under limited

ground truth conditions.

On data granularity levels, the experiments show that data extracted in user-

session format allows good detection performance and low delay in most cases. Specif-

ically, using RF classifier, 85% of malicious users are detected at a low cost of 0.78%

false malicious user alarms. Classifiers using RF on user-session data also achieve the

lowest delay in detecting most of the insider threat scenarios. User-day data may

provide an advantage over user-session data in detecting scenario 2, while user-week

data shows promising results on unseen data of different organizational structures

(Table 6.9). On the other hand, pre-processing user data into sub-sessions does not

improve the results w.r.t. session data in any metrics. This is probably due to the

lower amount of information embedded in each instance of sub-session data.

6.6.2 Data Imbalance Problem

As the data is highly imbalanced (Table 4.2), in this section we discuss the effect

on ML algorithms. In this work, training the ML algorithms as binary classifiers, in

which minority malicious classes are combined to a single positive class, may help to

reduce the negative impacts of data imbalance. Furthermore, good results obtained

by RF, as shown in 6.4, may be attributed to its resistance to data imbalance [58].

We further examine the ML algorithms performances with oversampling tech-

niques. Results with random oversampling (increase positive class to 20% of training

data) are shown in Table 6.10. Note that other oversampling techniques, such as

SMOTE [25], and different training settings yield very similar results. Overall, it

seems that the DR-FPR trade-off is maintained, and the results obtained with over-

sampling is similar to what achieved with original training data composition with an

adjusted decision threshold (Figure 6.4 and 6.8).

Table 6.10: User-based results with Oversampling on user-session data

Algorithm UFPR UDR UPr UF1

LR 32.55 100.00 6.90 12.91
NN 17.26 95.08 14.03 24.44
RF 1.36 86.46 72.00 77.63
XG 5.04 88.31 37.83 52.72
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Figure 6.10: User-based F1-score on test data of “normal” train users and unseen
users. Error bars show 95% confidence intervals.

6.6.3 Overfitting and Effect of Training Data

We perform permutation test [89] in order to validate the trained classifiers. Essen-

tially, permutation test is a null hypothesis test to evaluate if the classifier found a

significant class structure, that is, a real connection between the data and the class

labels [89]. The test is done by obtaining classification results with a random per-

mutation of the labels. The process is repeated (100 times in this case) to obtain a

p value. Test results in all cases return p-values less than 0.01 w.r.t F1, indicating

the ML algorithms have learned to recognize meaningful classifiers from training data

without overfitting.

We further explore the effect of training data by comparing test results on test data

of “normal” training users (user set Utrain), and of unseen test users (user set Uunseen,

Uunseen ∪ Utrain = All test users). Recall that in the realistic training condition,

data from only a limited subset of users are included for training. Uunseen is the set

of users whose data in the first 37 weeks are not used in training the ML models.

Figure 6.10 shows user-based F1-score on test data of the two user sets. Overall,

the ML algorithms are able to generalize well, where UF1 is only slightly higher on

Utrain than on Uunseen (p=0.012 w.r.t UF1). RF shows the most similar performance
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between Uunseen and Uresults (p = 0.66 w.r.t UF1), which suggests that it is more

robust to overfitting problem than the remaining algorithms.

6.6.4 Feature Analysis

We perform feature analysis based on the feature importance output of RF, which is

calculated using Gini impurity, and information gain. Definition of the metrics can

be found in [104]. Figure 6.11 illustrates the 25 most important features identified by

the two metrics in user-session data.

Figure 6.11a shows that HTTP and USB features are important to RF classi-

fiers, specifically URL depth, and in job category. This is expected, considering the

malicious actions in the insider threat scenarios (Section 6.5), where web and USB

are two common means for carrying out malicious actions, such as copying files, and

searching job offers. Features related to HTTP category “other” are important too.

This suggests the use of a more detailed HTTP categorization model for a better

description of user activities might be appropriate. Furthermore, the importance of

team and psychometric scores indicate the usefulness of the constructed user pro-

files (Section 4.2). On the other hand, information gain shows a slightly different

picture, Figure 6.11b, where features describing document related activities are the

most important ones.

6.7 Summary

In this chapter, a ML based system for insider threat detection in networked systems

of organizations is presented. The chapter benchmarks four different ML algorithms,

namely LR, NN, RF, and XG, and automatic optimization of classifier using TPOT.

This is done on multiple levels of data granularity, limited ground truth, and different

training scenarios in order to support cyber-security analysts in detecting malicious

insider behaviours in unseen data. Evaluation results show that the proposed system

is able to successfully learn from the limited training data and generalize to detect

new users with malicious behaviours. The system achieves a high detection rate and

precision, especially when user-based results are considered.

Among the ML algorithms, RF clearly outperforms the other algorithms, where

it achieves high detection performance and F1-score with low false positive rates
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in most of the cases. On the other hand, NN allows slightly better insider threat

detection performance at a cost of higher false alarm rates. On data granularity,

user-session data provides high malicious insider detection rates and minimum delay.

User-day data shows slightly better performance on detecting a particular insider

threat scenario, aka scenario 2 - intellectual property theft.

The results in this chapter show the advantages of supervised ML in learning from

limited ground truth (e.g. Chapter 5) to predict future insider threat cases at very

high precision. This creates the potential for employing supervised ML in assisting

analysts to quickly detect malicious insider cases, while complimenting anomaly-based

detection, which is useful for zero-day attacks.



Chapter 7

Semi-supervised Learning for Insider Threat Detection

Many challenges from insider threat detection come from the fact that the ground

truth is very limited and costly to acquire. This chapter presents a semi-supervised

learning approach to insider threat detection, in order to maximize the effectiveness

of the limited availability of the labelled training set. We employ three machine

learning methods under different real-world conditions. These include obtaining the

initial ground truth training data randomly or via a certain type of insider malicious

behaviour or by anomaly detection system scores. Evaluation results show that the

approach allows learning from very limited data for insider threat detection at high

precision. 90% of malicious data instances are detected under 1% false positive rate.

The results are also comparable to that of supervised learning1.

The chapter is organized as follows. Section 7.1 provides an overview of the semi-

supervised learning based approach to insider threat detection. The semi-supervised

ML algorithms and label availability schemes employed in this work are presented in

Section 7.2 and Section 7.3, respectively. Section 7.4 details the experimental settings,

while the evaluation results are presented in Section 7.5. Finally, conclusions are

drawn in Section 7.6.

7.1 Overview of the Semi-supervised Learning based Approach to

Insider Threat Detection

Figure 7.1 illustrates the overview of the proposed approach for insider threat detec-

tion using semi-supervised learning. Based on the process in Chapter 4, numerical

data with different granularity levels and temporal representations is extracted from

data sources. The following datasets are employed in this chapter: CERT R4.2,

CERT R5.2, and LANL. Based on the available data, firstly, anomaly detection steps

1Parts of this chapter have been presented at 2021 IEEE Security and Privacy Workshops [72]
(© 2021 IEEE)
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Figure 7.1: Overview of the proposed system for semi-supervised insider threat detec-
tion. Limited ground truth, as defined by label availability conditions, in combination
with a large amount of unlabelled data is used for training the detection system.
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or manual investigation is performed to obtain the initial labelled set of confirmed

malicious and normal users’ data. Then, based on the limited ground truth and ex-

tracted data, semi-supervised learning algorithms are employed in the next step to

improve detection performance. Presented in Section 7.2, semi-supervised learning

is a ML approach that permits large amounts of unlabelled data to be harnessed

in combination with typically smaller sets of labelled data, in order to improve the

outcome [110]. Conceptually, semi-supervised learning falls between unsupervised

learning, which does not need labelled training data, and supervised learning, which

trains using only labelled training data. This motivates its use in cyber-security

applications, as obtaining a fully labelled training dataset is prohibitively costly or

infeasible in many real-world conditions [21].

In this chapter, the focus is on using semi-supervised learning to improve upon the

limited labelled data obtained from the initial detection step for identifying unknown

malicious insiders. To achieve this, in Section 7.3, we detail the explored approaches

to present a limited labelled training set for semi-supervised learning algorithms using

three different methods.

7.2 Semi-supervised Learning Methods

In this research, we employ three popular semi-supervised learning methods from the

literature [110]: Label Propagation (LP), Label Spreading (LS), and Self-Training

(ST).

7.2.1 Label Propagation

Label Propagation (LP) [119] is a graph-based method, which propagates given labels

from a (typically small) subset of the data points to the whole dataset. In LP, label

assignments ŷi ∈ R are obtained by propagating the estimated label at each node to

its neighbouring nodes based on the edge weights. A connection weight between node

vi and vj is denoted by Wij. The transition matrix A, Aij = Wij/
∑︁

vk
Wik, allows

the calculation of the new estimated label at each node as the weighted sum of the

labels of its neighbours: ŷi = AT · ŷ. In this work, the radial basis function (rbf) is

used as graph kernel for connection weights.
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At the beginning, ŷ is set to random for unlabelled data points and ground truth

(known true labels) for the labelled points, respectively. Using this, the label propa-

gation algorithm performs the two following steps repeatedly until converging (guar-

anteed) to obtain the final predictions [110]:

i) Propagate labels from each node to the neighbouring nodes (ŷ = AT · ŷ).

ii) Reset the predictions of the labelled data points to the corresponding true labels.

7.2.2 Label Spreading

Label Spreading (LS) [118] is also a graph-based method with similar principles as

Label Propagation. It was proposed to deal with two main drawbacks of Label Prop-

agation: reducing label noise and regulation of influence of high degree nodes over

the graph. To address the first issue, instead of assigning all the true labels to the

labelled data points, LS relaxes the number of true labels that need to be assigned,

and uses the squared error between the true label and the estimated label in opti-

mization. The second issue is addressed by using a modified version of the original

graph and normalizing the edge weights via normalized graph Laplacian matrix (L̃).

LS admits a closed-form solution and is a relatively efficient iterative approach to op-

timization [110]. In that, the label vector ŷt+1 at iteration t+1 is calculated based on

that at iteration t, using the update rule ŷt+1 = α · L̃ · ŷt+(1−α) ·y, where y equals 0

for the unlabelled data points, and α balances the importance of the calculated label

vector ŷ and the base label vector y.

7.2.3 Self-Training

First proposed in [115], Self-Training (ST) is a pseudo-labelling approach, which

trains a supervised classifier iteratively using both the given true labels and the

predicted labels (with high confidence) from previous iterations of the algorithm.

Using only the labelled data at the beginning of the self-training procedure, a base

classifier is trained and then used to obtain predictions for the unlabelled data points.

Based on the classification result, a set of the most confident predictions are added

to the labelled dataset as pseudo-labels. The process is repeated with the supervised

classifier retrained and new pseudo-labels obtained, until all samples have labels or the
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maximum number of iterations is reached. In this chapter, self-training is employed

with four different classifier bases presented in Chapter 6 (LR, NN, RF, XG). Thus,

in the following, self-training is abbreviated with its base classifier information, e.g.

ST(RF).

Self-training variations have been applied extensively to computer vision prob-

lems, especially with the use of deep learning, and demonstrated state-of-the-art

performances [114]. In cyber-security, ST variations are successfully used in intrusion

detection and attack detection tasks [6, 98].

7.3 Label Availability for Semi-supervised Learning

In this chapter, we explore different label availability conditions to semi-supervised

learning. In real-world cyber-security applications, the initial labelled set may not

come from a random subset of data as assumed in many semi-supervised learning

settings. For example, only some malicious actions are discovered by the analyst

and labelled for further analysis, while other kinds of malicious actions remain unde-

tected. In other cases, the results from unsupervised learning approaches for anomaly

detection can be used as the basis for investigation. This in return provides an initial

labelled data for training. Thus, the following conditions for label availability are

examined in this paper:

(i) By random: a randomly selected small subset of training data (instances) is

labelled for training semi-supervised learning algorithms. This assumes that all

users are equally suspicious.

(ii) By random users: in this scenario, similar to (i), we assume that data from

a small number of randomly selected users is labelled (equivalent to a small

subset of users being sampled for labelling from the training partition). As in

real-world practice, labelling data from a subset of users may be easier than

doing so on the same amount of random data from all users [111].

(iii) By malicious action type: This case assumes that a certain type of malicious

action is detected and labelled for training, in combination with a random set

of normal data. This condition examines whether learning methods can detect
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and generalize to other malicious behaviours. Such a scenario recognizes that

it might in practice be easier to recognize certain types of malicious action and

therefore manual labelling practices might be biased to certain behaviours.

(iv) By anomaly detection scores: This case uses anomaly detection scores (e.g.

Chapter 5) to label the unknown data. To this end, a percentage of training data

with the highest (confidence) anomaly scores are provided to semi-supervised

learning.

(v) As a variation of (iii), we assume the labelled data is obtained from all data

points of a small set of users with the highest anomaly scores.

In the following, the label availability conditions are referred to based on the

above enumeration. For condition (iii), a number is used in conjunction to indicate

the insider threat scenario (see Section 4.1.1) included in the initial label set. For

example (iii-1) means that scenario 1 represents the malicious action type as labelled

in the training data.

7.4 Experiment Settings

In this chapter, experiments are performed on CERT R4.2, R5.2, and LANL datasets

to evaluate semi-supervised learning for insider threat detection. We adopt realistic

settings as characterized in the previous chapter for training data, where data was

obtained from only a restricted set of users over a given time period is used (see

Section 6.3.1). Specifically, for CERT R4.2, data from 200 users in the first half of

the dataset’s duration (36 weeks) is used to train the algorithms. Similarly, on CERT

R5.2 and LANL data, the user limits are 400 (in 2000 users) and 2000 (in 11814

users), while duration limits are first 37 weeks (50%) and first 12 days (in 30 days),

respectively.

The amount of labels (ground truth) available is selected from the training data.

In the main experiment, 20% of the training data is labelled, based on the conditions

provided for semi-supervised learning (Section 7.3). In the case of CERT R4.2, the

labelled data amount is equivalent to that of 40 users (from the dataset of 1000 users).

The trained classifiers are then used to test on the second half of the dataset to detect
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unknown malicious insiders. Results on the unlabelled portion of training data are

also reported.

In the following experiments, unless specified otherwise, we use Autoencoder

anomaly scores as the basis for label availability (iv) and (v), based on its results

in Chapter 5. Additional experiments in this chapter also explore the effect of the

amount of initial labelling, the type of unsupervised learning algorithm assumed for

anomaly scores, and the sensitivity of data granularity on semi-supervised learning

detection performance. The experiments are repeated 10 times in each setting, and

the averaged results are reported.

We implemented the data pre-processing and analysis steps using Python 3. Im-

plementations from Scikit-learn [93] are used. For LP and LS, the RBF kernel is used

with γ = 10. The parameters are chosen empirically. Finally, similar to previous

chapters, the insider threat detection performance is measured using FPR, DR, and

ROC AUC metrics, both instance-based and user-based (see Section 6.3.3).

7.5 Evaluation Results

In the main experiment, based on results from previous chapters, we employ weekly

data from CERT R4.2 and R5.2 datasets in percentile representation, and LANL

dataset in original extracted representation. The main experimental results are pre-

sented in Table 7.1 – Instance-based, and Table 7.2 – User-based. The tables report

AUCs on test datasets, and DR on test data at different critical FPR levels, based

on the ground truth availability scenario and learning algorithm. The AUC is also

reported on unlabelled train data in Table 7.1. The tables report the best results

achieved by self-training with one of the base classifiers (in LR, NN, RF, XG). It

is noteworthy that that RF is the best candidate on most of the cases on CERT

datasets, while XG gives the best performances on LANL dataset.

Overall, the results achieved using Self-Training are the most promising, on all

data availability conditions. For example, on day data, using top anomaly scores for

initial labels on CERT R4.2, this combination was able to detect 89% and 99% of the

malicious users in CERT R4.2 test data at UFPRs of only 0.01% and 1% (Table 7.2).

The results demonstrate the ability of semi-supervised learning to improve upon the

available limited ground truth or anomaly scores to detect insider threats.
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Table 7.1: Detection results (AUC and DR) of the semi-supervised learning algorithms under different data availability
conditions. DR and AUC results are color-coded based on different shades of green and yellow, for easier comparison.

Ground-truth 
availability Algorithm

CERT R4.2 CERT R5.2 LANL

Unlabelled 
train AUC Test AUC

Test DR Unlabelled 
train AUC Test AUC

Test DR Unlabelled 
train AUC Test AUC

Test DR

0.1% FPR 1% FPR 5% FPR 0.1% FPR 1% FPR 5% FPR 0.1% FPR 1% FPR 5% FPR

(i) Random
LP 0.771 0.759 10.06 21.74 38.14 0.706 0.634 5.92 10.79 20.42 0.797 0.720 5.04 12.69 28.66
LS 0.727 0.688 9.52 18.44 33.77 0.639 0.592 5.27 9.35 16.34 0.804 0.717 5.46 12.94 30.08
ST 0.935 0.948 27.25 45.09 71.14 0.928 0.946 33.97 55.21 73.94 0.949 0.890 15.29 41.34 65.38

(ii) Random users
LP 0.757 0.709 8.20 18.02 32.40 0.691 0.605 3.27 7.38 16.20 0.817 0.721 5.46 12.44 26.05
LS 0.693 0.659 8.08 14.37 28.98 0.623 0.569 3.44 7.89 14.14 0.827 0.727 5.38 12.52 26.97
ST 0.864 0.907 18.38 33.23 61.92 0.851 0.895 27.94 42.79 61.58 0.948 0.895 10.92 34.71 61.85

(iii-1) Scenario 1
LP 0.604 0.628 14.73 16.95 23.29 0.649 0.591 6.76 11.07 18.56

On LANL dataset, results with ground-truth availability 
scheme (iii) are not available, as the dataset provides no 

details on malicious behaviours .

LS 0.405 0.538 11.02 15.39 21.08 0.508 0.553 5.46 7.83 13.10
ST 0.716 0.791 23.29 25.39 38.86 0.708 0.698 10.14 10.65 29.75

(iii-2) Scenario 2
LP 0.606 0.745 6.11 16.11 32.46 0.560 0.567 0.25 3.18 10.06
LS 0.380 0.665 4.97 12.75 28.38 0.546 0.534 0.39 2.51 8.54
ST 0.926 0.958 24.85 40.90 66.53 0.874 0.893 12.45 20.37 39.01

(iii-3) Scenario 3
LP 0.564 0.623 3.47 12.46 24.43 0.536 0.540 4.14 7.58 13.04
LS 0.414 0.443 2.81 4.49 8.74 0.450 0.521 3.58 5.72 10.14
ST 0.709 0.701 2.99 4.67 16.17 0.690 0.634 2.25 7.94 18.99

(iv) Top anomaly 
scores

LP 0.657 0.639 13.11 18.74 26.29 0.651 0.581 3.75 6.39 11.77 0.779 0.675 9.83 14.29 27.31
LS 0.638 0.618 14.25 19.22 25.87 0.520 0.556 4.51 6.68 12.06 0.783 0.716 7.31 16.30 30.34
ST 0.974 0.978 55.39 62.87 83.11 0.949 0.982 62.31 74.51 86.99 0.980 0.965 22.52 49.83 80.84

(v) Users with 
highest anomaly 
scores

LP 0.646 0.684 15.27 18.74 28.14 0.639 0.703 13.10 23.21 34.90 0.787 0.711 2.18 6.05 22.61
LS 0.636 0.658 12.46 17.96 27.01 0.601 0.617 9.49 16.11 22.28 0.811 0.709 2.1 5.80 21.51
ST 0.789 0.824 22.46 27.31 42.57 0.785 0.838 12.42 37.18 51.46 0.932 0.848 5.29 22.77 54.71
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Table 7.2: User-based detection results (UAUC and UDR) of the semi-supervised
learning algorithms under different data availability conditions. DR and AUC results
are color-coded based on different shades of green and yellow, for easier comparison.

Ground-truth 
availability Alg.

CERT R4.2 CERT R5.2 LANL
Test 

UAUC
Test UDR (at UFPR) Test 

UAUC
Test UDR (at UFPR) Test 

UAUC
Test UDR (at UFPR)

0.1% 1% 5% 0.1% 1% 5% 0.1% 1% 5%

(i) Random
LP 0.8093 15.12 30.24 45.85 0.6789 9.54 20.92 33.08 0.7153 3.80 11.39 28.23
LS 0.7719 15.61 31.95 44.39 0.6538 11.38 23.23 30.00 0.7141 3.54 14.05 27.34
ST 0.9783 58.05 68.05 84.39 0.9846 50.92 67.23 88.62 0.8199 8.10 29.87 52.15

(ii) Random 
users

LP 0.7297 10.73 25.61 39.27 0.6292 5.38 12.46 20.15 0.7046 3.04 12.41 24.30
LS 0.6864 14.15 24.63 35.61 0.6186 8.62 12.31 22.00 0.7065 1.77 10.89 25.19
ST 0.9391 40.00 46.59 63.66 0.9522 43.85 54.77 72.00 0.8386 5.70 23.42 50.00

(iii-1) Scenario 
1

LP 0.7068 36.83 50.24 51.95 0.6643 20.92 25.54 30.15

On LANL dataset, results with 
ground-truth availability scheme 

(iii) are not available, as the dataset 
provides no details on malicious 

behaviours .

LS 0.6898 35.12 41.46 46.34 0.6152 20.46 23.85 30.31
ST 0.9122 51.46 53.17 62.20 0.8389 31.54 35.38 41.38

(iii-2) Scenario 
2

LP 0.5483 0.00 9.27 22.44 0.5141 0.00 0.00 4.77
LS 0.5607 0.24 6.34 21.46 0.4869 0.15 1.08 4.31
ST 0.8893 25.61 33.90 38.54 0.8921 17.38 21.85 28.46

(iii-3) Scenario 
3

LP 0.7386 10.00 10.00 21.95 0.6401 10.77 18.00 29.85
LS 0.4348 10.00 10.24 11.71 0.5658 11.69 14.92 22.15
ST 0.7533 10.24 12.44 14.88 0.7633 10.77 11.23 24.46

(iv) Top 
anomaly scores

LP 0.7469 0.00 46.83 54.15 0.5945 14.31 18.00 23.69 0.7180 4.18 15.32 25.19
LS 0.7728 7.07 48.29 57.32 0.5972 12.92 20.77 27.69 0.7457 2.28 12.53 27.22
ST 0.9997 89.27 98.78 100.00 0.9997 91.38 100.00 100.00 0.9147 10.00 38.61 62.53

(v) Users with 
highest 
anomaly scores

LP 0.7943 38.05 50.24 55.37 0.7741 21.23 36.31 48.92 0.6917 1.39 4.94 19.37
LS 0.7839 38.05 47.32 52.68 0.7272 17.08 29.69 44.77 0.6874 1.39 3.67 13.54
ST 0.9267 57.32 59.27 66.59 0.8896 14.15 42.62 52.77 0.7700 3.29 14.56 36.46

Comparing results by the semi-supervised learning algorithms, it is apparent that

LP and LS lag behind ST under all conditions. Friedman test on user-based AUCs

return p = 9×10−5, and critical difference diagram obtained using the posthoc test is

shown in Figure 7.2a. The test confirms the observations on algorithms’ performances.

This can partially be explained by the learning mechanisms of the methods. LS

and LP assume neighbouring relationships to label unlabelled data. Hence, their

effectiveness is improved on conditions (i)-(ii) – randomly selected training set, in

that the labelled training set is more likely to be evenly distributed throughout the

data. On other conditions (iii)-(v), the initial labelled training set may have the

tendency to focus on specific regions of data (describing specific malicious actions, or

with high anomaly scores). In these cases, neighbourhood information as in LP and

LS might not be effective in labelling other regions, which explains why LP and LS

fail to capitalize on the information provided by anomaly detection scores (Table 7.1).

In Section 7.5.2, we explore the visualization of training data to further explain the
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results.

1 2 3

Self Training Label 
Propagation

Label 
Spreading

CD

(a) Ranking of the semi-supervised algorithms

1 2 3 4

(iv) Anomaly scores
(i) Random (v) Anomalous

 users

(ii) Random
 users

CD

(b) Ranking of label availability schemes

Figure 7.2: Critical Difference (CD) diagrams of results by label availability schemes
and semi-supervised algorithms.

On three training conditions using different insider threat scenarios – (iii-1), (iii-

2), and (iii-3), the AUC is higher only when scenario-2 is used as initial labels. We

think this is due to a greater amount of malicious data from this scenario (Table 4.2),

as well as different data describing those types of malicious actions (see Section 4.1.1).

This also shows a weakness of this type of detection system, where supervised and

semi-supervised learning may find it harder to generalize from previously seen attacks

to detect novel unseen attacks. Unsupervised learning based anomaly detection may

be better suited for this case.

Using condition (iv) – top anomaly scores, ST achieves the best AUCs and DRs in

most cases (Table 7.1). This indicates that learning upon anomaly detection results

is beneficial in this case, as high anomaly scores may be indicative of malicious and

unusual activities. On the other hand, employing data from users with the highest

anomalous scores – condition (iv) – offers no further advantages in almost all of the

cases. As label availability scheme (iii) is not available for LANL dataset, performing

Friedman test on user-based AUCs between label availability schemes (i), (ii), (iv),

and (v) returns p = 0.0003 (rejecting the null hypothesis), and critical difference

diagram obtained using the posthoc test is shown in Figure 7.2b.

7.5.1 Compare to Anomaly detection and Supervised learning

Table 7.3 shows a summary of test results, in previous chapters, from unsupervised

learning (using Autoencoder), and supervised learning (using Random Forest) for

comparison purposes. The comparison results are obtained under the same setting
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Table 7.3: Anomaly detection and classification performances (AUC) for comparison

Data
Unsupervised learning Classification

IAUC UAUC IAUC UAUC

CERT R4.2 0.874 0.949 0.983 1
CERT R5.2 0.888 0.918 0.983 1
LANL 0.908 0.829 0.964 0.926

of training data, but with fully unlabelled or labelled training set, depending on the

learning algorithm. We note that the results as presented in Table 7.3 are state-of-the-

art for corresponding learning methods on the CERT dataset [69,71]. From the tables,

it is clear that ST shows much better detection performances than unsupervised

learning and LS or LP. Furthermore, ST results are approaching that of classification

approaches in all cases.

7.5.2 Visualizing the Training Data

To understand the differences in performance of the semi-supervised learning algo-

rithms, we perform data visualization using t-SNE [109]. t-SNE is a popular tool

for visualizing high-dimensional data distribution. Figures 7.3 and 7.4 show train-

ing data distribution (for week data) and the initial labelled set selected randomly

(Figure 7.3) or based on top anomaly scores (Figure 7.4). It is clear that when the

initially labelled data subset is selected randomly, neighbour-based methods like LS

and LP are performing better than under other label availability scenarios, as the

labelled data is more representative of the training data in this case (Figure 7.3).

The figures also show that the malicious data from the three threat scenarios are

quite different from each other. This explains the lower detection performances when

only one of the scenarios is presented as the initial labelled set.

When using anomaly scores, Figure 7.4 shows that data points with top anomaly

scores are not representative of the whole data. However, as the selection focuses on

the most anomalous data points, malicious data is more likely to be included in the

initial labelled set in this case. This, in combination with the ability to partition the

feature space of tree-based classifiers like RF and XG [18], enables self-training to

learn from the anomaly scores for insider threat detection and perform better on test
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Normal
Scenario 1
Scenario 2
Scenario 3

Figure 7.3: t-SNE visualization of training data with labelled set selected randomly.
• denotes selected labels, while x denotes unlabelled training data.
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Normal
Scenario 1
Scenario 2
Scenario 3

Figure 7.4: t-SNE visualization of training data with labelled set selected based on
anomaly scores. • denotes selected labels, while x denotes unlabelled training data.
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data.

7.5.3 Data Granularity

Table 7.4: Detection results (AUC and DR) of the semi-supervised learning algorithms
under different data granularity levels. DR and AUC results are color-coded based
on different shades of green and yellow, for easier comparison.

Ground-truth 
availability

Data 
type

Instance-based Results User-based Results
Unlabelled 
train AUC

Test 
AUC

Test DR (at FPR) Test 
UAUC

Test UDR (at UFPR)
0.1% 1% 5% 0.1% 1% 5%

(i) Random
session 0.9411 0.9543 26.49 46.6 74.59 0.9911 71.71 92.20 95.85
day 0.9807 0.9847 65.19 76.88 92.09 0.9998 93.90 100 100
week 0.9346 0.9482 27.25 45.09 71.14 0.9783 58.05 68.05 84.39

(iv) Top 
anomaly scores

session 0.8870 0.9762 40.74 64.08 87.7 0.9996 92.93 99.02 100
day 0.9835 0.9943 80.06 93.4 97.83 0.9999 94.63 100 100
week 0.9739 0.9775 55.39 62.87 83.11 0.9997 89.27 98.78 100

We explore the effect of data granularity on the insider threat detection perfor-

mance of semi-supervised learning in this section. Session, day, and week data of

CERT R4.2 with percentile representation is used for that purpose.

Table 7.4 presents detection results by self-training with RF base under two sce-

narios for label availability: (i) – random and (iv) – top anomaly scores. Self-training

with RF base classifier is the best performing model in all cases in this experiment.

As shown in the table, the performance (AUC) achieved on day data is better than

that on week data. However, this comes at a cost of a higher amount of labelling,

as day data has five times the number of instances in week data (Table 4.2). On

the other hand, session data does not produce better results than that of week data.

While day and week data summarize user activities in a whole day or week, making

them easier to compare between the data instances, session data tends to be more

diverse on what user activities each data instance covers. This may explain the lower

performance from a small initial label set on session data.

7.5.4 Anomaly Detection Algorithm

In previous sections, the anomaly scores by Autoencoder have been demonstrated to

benefit insider threat detection by semi-supervised learning. Thus, in this section,
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Table 7.5: Detection results (AUC and DR) of the semi-supervised learning algo-
rithms under label availability scheme (iv) – anomaly scores – with different anomaly
detection algorithms. DR and AUC results are color-coded based on different shades
of green and yellow, for easier comparison.

Percentage of 
top anomaly 
scores labelled

Anomaly 
detection 
algorithm

Instance-based Results User-based Results
Unlabelled 
train AUC

Test 
AUC

Test DR (at FPR) Test 
UAUC

Test UDR (at UFPR)
0.1% 1% 5% 0.1% 1% 5%

1%

AE 0.6388 0.7317 23.35 28.32 43.65 0.9368 61.95 62.93 70.00
IF 0.5539 0.5493 1.00 3.39 11.58 0.6430 1.63 8.94 14.63
LODA 0.6393 0.7290 21.50 27.90 43.71 0.9418 59.51 60.98 68.78
LOF 0.6241 0.7044 22.87 28.02 41.20 0.9343 54.63 64.88 67.80

5%

AE 0.7969 0.8940 26.05 36.17 63.05 0.9758 63.90 69.27 81.71
IF 0.8088 0.8663 19.58 29.82 58.44 0.9459 39.51 50.98 65.61
LODA 0.8754 0.9200 28.98 43.89 71.14 0.9843 64.39 72.44 88.29
LOF 0.8359 0.9114 27.19 41.80 66.35 0.9807 63.90 71.71 83.41

20%

AE 0.9739 0.9775 55.39 62.87 83.11 0.9997 89.27 98.78 100
IF 0.9758 0.9775 55.69 63.05 83.71 0.9998 89.51 100 100
LODA 0.9857 0.9757 56.05 63.23 82.40 0.9998 89.76 99.76 100
LOF 0.9901 0.9801 56.53 64.79 83.35 0.9999 99.02 99.51 100

we explore the unsupervised learning anomaly detection algorithms (AE, IF, LOF,

LODA, see Chapter 5) as the basis for label availability scheme (iv) – top anomaly

scores. The results of self-training (RF base) with three different budgets for labelled

training data amount (1%, 5%, and 20%) are presented in Table 7.5. From the table,

it is apparent that when the label budget is high enough (20%), anomaly scores by

all algorithms are equally effective in supporting insider threat detection using semi-

supervised learning. However, at lower label budgets, IF clearly does not lead to the

same effectiveness as the other three anomaly detection algorithms. This is directly

related to the anomaly detection performances of the algorithms, and their abilities

in detecting anomalous actions of insiders at very low label budgets, as shown in

Table 5.1.

7.5.5 Effect of the Initially Labelled Training Set Size

To understand the effect of the initial labelled set, we conducted further evaluations.

To this end, we vary the amount of data selected as the initial labelled set for semi-

supervised learning, in two selection settings: (i) Random and (iv) Anomaly Scores.

1% to 60% of training data (from 200 users) in CERT R4.2 is labelled, which is

equivalent to the amount of data from 2 to 120 users. User-based AUCs by the
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Figure 7.5: UAUC by the amount of initial labels randomly selected – label availability
scheme (i)
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Figure 7.6: UAUC by the amount of initial labels selected using anomaly scores –
label availability scheme (iv)
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semi-supervised learning algorithms are presented in Figures 7.5 and 7.6.

Again, similar trends can be observed in both cases, where ST(RF) shows much

better performances than the other algorithms and the AUCs are higher with better

label availability. The improvement is significant up to when 20% of training data

is labelled. After that, detection performance is only slightly increased. This seems

to indicate that 20% is the sweet spot of labelled data for performance gains versus

the labelling costs in this case. Furthermore, with a very small initial labelled set

(1-10%), condition (iv) – top anomaly scores – yields better results (using ST(RF))

than random. This shows the advantages of using anomaly scores for labelling the

limited initial training set, especially at very low label budgets, where UAUC of 0.94

can be achieved with only 1% of training data (2 users’ data) labelled.

7.6 Summary

In this chapter, the proposed semi-supervised machine learning approach is presented

for insider threat detection. Three different semi-supervised learning algorithms (LP,

LS, and ST) are used in conjunction with different labelled data availability condi-

tions. These were designed to emulate real-world situations representing the avail-

ability of various scenarios of ground truth. The proposed approach demonstrates the

ability to learn from very limited ground truth to support cyber-security analysts in

detecting malicious insider behaviours in new data. Specifically, the semi-supervised

learning approach using the Self-Training with Random Forest algorithm as the base

classifier achieves the best results in most conditions. This approach successfully im-

proves upon anomaly detection results using limited training labels to detect insider

threats. On CERT R4.2, the obtained test AUC is 0.9997, with 99% of malicious

users detected at only 1% false positive rate, which is very competitive with the

performance of supervised learning that uses all the labels of the training set.



Chapter 8

Conclusion and Future Work

8.1 Conclusion

Insider threat is one of the most dangerous and prevalent security threats that compa-

nies, institutions and government agencies are facing. Malicious and harmful actions

in insider threats are performed by authorized personnel in organizations. Detection

of insider threat is challenging, due to the fact that a malicious insider is authorized

to access the organization’s computer systems and has knowledge about the orga-

nization’s security procedures. Moreover, in organizational environments, malicious

insiders’ activities may only make up a small portion of user activities in a wide

range of domains that are recorded, from process and authentication log, web and file

access, to email history. Any proposed system for insider threat detection needs to

overcome the challenges in learning from highly skewed data of heterogeneous sources

in order to distinguish malicious activities from legitimate ones, where all are from

authorized users.

Different insider threat detection approaches have been proposed in the literature.

Most of them are based on machine learning for analyzing a large amount of data

in organizational environments to detect patterns that reflect the abnormal, attack,

and malicious insider’s behaviours. However, different existing issues may prevent

successful applications of the approaches in detecting insider threat under real-world

conditions, including lack of capability to learn from heterogeneous data, excessive

requirements in maintaining and updating multiple detection models, unrealistic ex-

periment and evaluation settings, incomplete result reporting.

In this research, a comprehensive ML based framework for insider threat detec-

tion is proposed. The framework consists of different phases of data monitoring and

analysis, from processing raw log data, a combination of supervised and unsuper-

vised learning, to deep analysis and meaningful result reporting. A data extraction

approach is introduced in the data pre-processing step in the framework, allowing

128
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extraction of heterogeneous data into numerical feature vectors representing user ac-

tivities in a time period, such as a day, and enabling applications of popular ML

methods. Different data granularity levels and temporal data representations are also

presented to explore the potentials in assisting insider threat detection and improving

the flexibility in detection and deployment.

In the initial detection step of the framework, an unsupervised ML based anomaly

detection approach for insider threat detection is presented. Four different anomaly

detection algorithms with different working principles are employed to learn from the

data without ground truth to capture the normal behaviours and reveal anomalous

behaviours as outliers. Different unsupervised ensembles based on anomaly detection

methods are also explored. Results show that an Autoencoder using percentile rep-

resentation of data is the best combination for anomaly detection. Temporal data

representation in percentile format achieves significant improvements over the original

extracted data, which enables effective insider threat detection under very low investi-

gation budgets and generalizes well on new data. Moreover, experiments demonstrate

the robustness of LODA, which may suggest its use under extreme conditions and for

low time complexity online learning and prediction. When training resources permit,

a voting-based ensemble of anomaly detection can be used to improve detection per-

formance and robustness. The anomaly detection approach outperforms the existing

literature in detection performance, and shows the ability to generalize to work under

different environments.

In the detection step of the framework, supervised ML algorithms are trained

on limited ground truth to support cyber-security analysts in detecting malicious

insider behaviours on unseen data. Four different ML algorithms – LR, NN, RF,

and XG – are benchmarked on multiple levels of data granularity, limited ground

truth, and different training scenarios. Evaluation results show that the ML models

successfully learned from the limited training data and generalized to detect new users

with malicious behaviours. The detection approach achieved a high detection rate

and precision, e.g. AUC up to 1 (100% DR at 0% FPR) in some cases, especially

when user-based results are considered. Among the four ML algorithms, RF clearly

outperforms the other algorithms, where it achieves high detection performance and

F1-score with low false positive rates in most of the cases. On data granularity,
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user-session data provides high malicious insider detection rates and minimum delay.

On the other hand, user-day data shows slightly better performance on detecting

particular insider threat scenarios, such as scenario 2 in CERT dataset (intellectual

property theft).

Finally, a semi-supervised machine learning approach for insider threat detection

is introduced to further explore the ability of ML for insider detection under very

limited ground truth availability. Different schemes were designed to emulate real-

world situations representing the availability of various scenarios of ground truth:

randomly, by malicious behaviours, and by anomaly detection scores. The results

demonstrated the ability of the approach in learning from very limited ground truth

to support cyber-security analysts in detecting malicious insider behaviours in new

data. Specifically, the semi-supervised learning approach using the Self-Training with

Random Forest algorithm as the base classifier achieves the best results in most

conditions. This approach successfully improves upon anomaly detection results using

limited training labels to detect insider threats. On CERT R4.2, the obtained test

AUC is 0.9997, with 99% of malicious users detected at only 1% false positive rate,

which is very competitive with the performance of supervised learning that uses all

the labels of the training set.

8.2 Future Research Directions

While this thesis presented a comprehensive ML-based insider threat detection frame-

work, there are still many interesting open directions that we can continue to explore

in the future to ensure successful deployments in real-world corporate environments.

As highlighted throughout this thesis, an insider threat detection system should not

only perform well, but also be robust, secure, transparent, and flexible. Thus some

research directions, as listed in the following, are particularly promising to advance

the detection system and fulfill the requirements.

• Given that different organizations may use a common monitoring solution,

which essentially generates similar data formats, transfer learning can be em-

ployed to enable the adaptation of a successful detection model from one or-

ganization to another. This may reduce the deployment and training time,
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and allow a detection system to quickly reach production working level in new

environments.

• Given that insider threat is highly related to human factors, research into this

direction may enable further understanding of how to improve detection perfor-

mance, not only for ML based detectors but also for security analysts performing

investigations. Some examples are enhanced user profiles for feature extraction,

the impact of labelling mistakes in training, and learning under user behaviour

concept drift. Furthermore, informed attackers’ actions and adversarial attacks

can also be introduced to further examine the performance under adverse con-

ditions, and improve the robustness of detection systems.

• Transparency and explainability can be taken into account for detection system

design, either via balancing model performance and complexity or by making

use of recent advances in explainable ML. This can enable understanding of

ML-based system’s decisions (e.g. why a user is flagged anomalous), especially

to cyber-security analysts. This, in turn, could allow greater adoption of ML-

based solutions in real-world conditions. Furthermore, it is also noteworthy that

in this research, we aim to extract as much information (in terms of numerical

features) as possible from the data sources. Our experiments demonstrate that

the ML methods employed in this thesis cope well with feature redundancy.

Nevertheless, dimensionality reduction and feature selection is an interesting

avenue for future research in order to reduce model complexity, and improve

the ability to reason from ML system’s decisions.

• Finally, in real-world conditions, user identities may not be presented in some

types of collected logs. Therefore, machine-based detection and hybrid models

of user-based and machine-based detection can be explored to improve detection

performance, flexibility, and versatility of the detection system.
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