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ABSTRACT
Stack Overflow is one of the largest and most popular question-
answering (Q&A) websites. It accumulates millions of programming
related questions and answers to support the developers in software
development. Unfortunately, a large number of questions are not
answered at all, which might hurt the quality or purpose of this
community-oriented knowledge base. Up to 29% of Stack Overflow
questions do not have any answers. There have been existing at-
tempts in detecting the unanswered questions. Unfortunately, they
primarily rely on the question attributes (e.g., score, view count)
that are not available during the submission of a question. Detection
of the potentially unanswered questions in advance during question
submission could help one improve the question and thus receive
the answers in time. In this paper, we compare unanswered and
answered questions quantitatively and qualitatively by analyzing
a total of 4.8 million questions from Stack Overflow. We find that
topics discussed in the question, the experience of the question
submitter, and readability of question texts could often determine
whether a question would be answered or not. Our qualitative study
also reveals several other non-trivial factors that not only explain
(partially) why the questions remain unanswered but also guide the
novice users to improve their questions. We develop four machine
learning models to predict the unanswered questions during their
submission. According to the experiments, our models predict the
unanswered questions with a maximum of about 79% accuracy and
significantly outperform the state-of-the-art prediction models.
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• Software and its engineering → Software repository min-
ing; Software maintenance and evolution; Software defect
analysis; Software maintenance tools;
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Figure 1: Percentage of the questions not answered in Stack
Overflow over eleven years [23].
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1 INTRODUCTION
Software developers often search for solutions on the web for their
programming problems. The advent of Q&A websites such as Stack
Overflow (henceforth, SO) has shaped the way developers search
for information on the web [26]. SO is the largest and most pop-
ular Q&A site that accumulates millions of programming related
questions and answers. These questions and answers are consulted
by a large technical community of more than eight million users
(as of December 2018 [23]). However, despite having such a large
and engaged community, about 29% of SO questions remain unan-
swered [23]. Besides, this percentage has been gradually increasing
over the years (e.g., Fig. 1). Unanswered questions devalue a knowl-
edge base in terms of quality and relevance. The lack of answers
to the programming related questions also impedes the normal
development progress. Early detection of a question that might not
be answered helps one improve the question and thus reduces the
answering time. Early detection means detection of the potentially
unanswered questions in advance during a question submission.

Several existing studies [3, 9, 29] investigate the unanswered
questions of SO. Asaduzzaman et al. [3] manually analyze 400
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Figure 2: Schematic diagram of our conducted study.

questions of SO and report 13 factors (e.g., proprietary technol-
ogy, irregular users) that might explain why the questions remain
unanswered. However, many of their reported characteristics (e.g.,
impatient users) are hard to measure in practice. Besides, the au-
thors also do not examine whether their features could predict the
unanswered questions or not. Saha et al. [29] introduce machine
learning models to classify answered and unanswered questions.
Unfortunately, majority of their strong features (e.g., view count,
score) are not available during the submission of a question. Thus,
their model might not be able to predict the unanswered questions
reliably during their submission. Calefato et al. [9] study such fac-
tors that might increase the chance of getting accepted answers to
the SO questions. They suggest that high quality presentation (e.g.,
body length), positive sentiment, question submission in weekdays,
and high user reputation might improve the chance of getting an-
swers. However, when they were analyzed ( in section 3.3), none of
these factors (except user reputation) was found powerful enough
to reliably predict the unanswered questions during their submis-
sion. In short, prediction of the unanswered questions is an open
research problem that warrants further investigation.

In this paper, we (1) present a comparative analysis between
answered and unanswered questions of SO, and (2) provide four
machine learning models to predict the unanswered questions. We
conduct our study in three major phases. First, we analyze eight
attributes of 4.8 million questions and their corresponding question
submitters, and perform comparative analysis to determine how the
unanswered questions differ from the answered questions. We find
that the topics discussed in the question, experience of the question
submitter, and readability of question texts could potentially de-
termine whether a question would receive answers or not. Second,
we manually investigate 400 questions (200 unanswered + 200 an-
swered), and revisit the quantitative findings above to see whether
the quantitative and qualitative findings support each other or not.
Our qualitative findings not only confirm the quantitative findings
above but also reveal several new insights. Third, we develop four
machine learning models using the features of the questions that
are available during their submission, and predict the unanswered
questions. We choose four non-linear machine learning algorithms
– Decision Trees (CART) [7], Random Forest (RF) [6], K-Nearest
Neighbors (KNN) [1], and Artificial Neural Network (ANN) [33] –
to train our prediction models. According to extensive experiments,

our models predict the unanswered questions with a maximum
accuracy of 79% which is highly promising. Comparison with two
state-of-the-art models [9, 29] suggests that our models outperform
them with statistically significant margins. We thus answer three
research questions with our study as follows.
RQ1. How do the unanswered questions differ from the an-
swered questions in terms of their texts and their submit-
ters’ activities?We conduct a comparative analysis between the
unanswered and answered questions using eight quantitative met-
rics from the literature. We find that the topics of a question, the
experience of a question submitter, and the readability of ques-
tion texts could potentially determine whether a question would
be answered or not. According to our analysis, questions related
to programming IDEs (e.g., RStudio), libraries (e.g., TensorFlow),
and frameworks (e.g., Angular6) often remain unanswered. Such
questions are often discouraged at Stack Overflow since they at-
tract subjective opinions rather than authentic answers. Second,
the users who have a higher reputation score are more likely to get
answers to their questions. Third, easy-to-read questions are more
likely to be answered.
RQ2. How do the unanswered and answered questions dif-
fer qualitatively? Do the qualitative findings agree with the
quantitative findings?We conduct a manual investigation of 400
questions (200 unanswered + 200 answered) to see whether there is
an agreement between the qualitative and quantitative findings. Be-
sides supporting all the quantitative findings, our qualitative study
also reveals several other non-trivial factors that partially explain
why the questions remain unanswered. For example, questions that
discuss outdated technology, multiple technical issues, or do not
include appropriate code examples in their texts are more likely to
be not answered. Our findings also align with the guidelines posted
by SO about asking a good question [21]. However, their guide-
lines are theoretical. On the contrary, our findings and insights
are backed up by empirical evidence that can explain why certain
questions are likely to receive answers and the others are not. More-
over, our models can help the developers improve their questions
with instant predictions on their quality. Several questions receive
working solutions in their comment thread. Thus, although they
seem to be unanswered, they are actually answered.
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RQ3.Canwepredict the unanswered questions of StackOver-
flow during their submission?We develop four machine learn-
ing models to predict the unanswered questions during their sub-
mission. Our models predict the unanswered questions with a max-
imum of about 79% accuracy which is significantly higher than that
of the state-of-the-art models.

2 STUDY METHODOLOGY
In Fig. 2, we describe our overall methodology to answer the three
research questions. We describe the steps below.

Step 1: Data Collection and Preprocessing. Table 1 shows
the summary of our collected dataset. We collect SO questions using
StackExchange Data API [23] (e.g., Fig. 2, Step 1.a). In particular, we
collect questions related to four popular programming languages -
C#, Java, JavaScript, and Python. We choose the questions that were
submitted on the site in the year 2017 or earlier (e.g., Fig. 2, Step 1.b).
We wanted to ensure enough time for each question to be assessed
by the SO community. We get a total of 4,814,900 questions where
4,324,252 questions have one or more answers, and the remaining
500,648 questions are unanswered (e.g., Fig. 2, Steps 1.c – 1.f). To
calculate user reputation, we collect the information of the SO users
and the votes they received on their questions and answers. We also
collect the data associated with SO tags assigned to the questions.

Table 1: Summary of the study dataset

C# Java JavaScript Python Total
Answered 1,034,516 1,182,921 1,340,016 766,799 4,324,252
Unanswered 113,903 143,757 158,344 84,644 500,648
Total 1,148,419 1,326,678 1,498,360 851,443 4,814,900

Step 2: Compare Unanswered and Answered Questions.
We extract eight features (e.g., Text Readability, Topic Response
Ratio, Topic Entropy) from both unanswered and answered ques-
tions (e.g., Fig. 2, Step 2.a), and conduct a comparative analysis
(quantitative) between the attributes of these two categories (e.g.,
Fig. 2, Step 2.b).

Step 3: Agreement Analysis.We manually analyze 400 ques-
tions (200 unanswered + 200 answered) to investigate the qualitative
difference between unanswered and answered questions (e.g., Fig.
2, Steps 3.a, 3.b). In particular, we attempt to determine whether
the qualitative findings agree with the quantitative findings or not.

Step 4: Predict Unanswered Questions. We build four ma-
chine learning models to predict whether the SO questions might
be answered or not (e.g., Fig. 2, Step 4.a). Finally, we analyze the
results of our models and also compare with the state-of-the-art
models (e.g., Fig. 2, Step 4.b).

3 STUDY FINDINGS
We ask three research questions in this study. In this section, we
answer them carefully with the help of our empirical and qualitative
findings as follows:

3.1 Answering RQ1 : Comparison between
Unanswered and Answered Questions
using Quantitative Features

In this section, we contrast between the unanswered and answered
questions using eight metrics that capture different aspects (e.g.,
readability, topic) of a question. Each of them is discussed as follows.

Figure 3: Text readability (TAQ=Total Answered Questions,
RSAQ=Randomly SampledAnsweredQuestions, UAQ=Unanswered
Questions).

(M1) Text Readability. Readability of a text document depends
on the complexity of its vocabulary, syntax and the presentation
style (e.g., line lengths, word lengths, sentence lengths, syllable
counts) [34]. We extract the title and textual description from the
body of each question to measure its text readability. The existing
readability metrics are not well designed for handling the code or
program elements within the texts [25]. We thus discard the code
elements, code segments, and stack traces from the textual descrip-
tion using specialized HTML tags. For example, code elements are
enclosed by <code> tag, code segments and stack traces are enclosed
by <code> under <pre> tag. Unfortunately, some users do not use
appropriate tags. We thus attempt to remove the code elements (e.g.,
method name) and stack traces from texts by employing appropri-
ate regular expressions, as used by the existing literature [18]. We
compute five popular readability metrics: Automated Reading Index
(ARI) [30], Coleman Liau Index [11], SMOG Grade [16], Gunning Fox
Index [14], Readability Index (RIX) [2]. These metrics are widely
used to estimate the comprehension difficulty of the English lan-
guage texts [26]. First, we calculate the individual score (i.e., grade
level) for each of the five metrics, and then determine the average
readability of each question’s text. Here, the lower the grade level,
the easier the text is to read, and conversely, the higher the grade
level, the more difficult the text is to read.

As shown in Fig. 3, we find a significant difference in the text read-
ability between answered and unanswered questions. Answered
questions have higher text readability (i.e., lower grade level) than
that of the unanswered questions. Unanswered questions often
contain long, multi-syllable words whereas the answered questions
generally contain small, simple words. For example, according to
our analysis, the average number of long (i.e., lenдth > 6) and multi-
syllable words per answered question are 17.8 and 27.8, whereas
the same numbers for the unanswered question are 20.8 and 32.4
respectively. Since word length and syllable are important dimen-
sions of the traditional readability tools [2, 11, 14, 16, 30], the low
readability of the unanswered questions is pretty much explained.
We also address the data imbalance issue during our comparative
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analysis. Since the number of answered questions is higher than
that of the unanswered questions in our dataset, we randomly
under-sample the answered questions to balance the dataset. Then
we compare the readability scores between unanswered and an-
swered questions again with the sampled data. Interestingly, we
were able to reproduce the same finding as above. We also perform
statistical significance tests such as Mann-Whitney-Wilcoxon and
Cliff’s Delta, and found statistical significance for all four program-
ming languages (i.e., p-value = 0 <0.01 and Cliff’s |d| = 0.17 (small)).
That is, the readability of the answered questions is significantly
higher than that of the unanswered questions regardless of the pro-
gramming languages. Since we perform multiple comparisons (e.g.,
comparisons of unanswered, total answered and random sampling
answered) our result could be affected by the type I error in null
hypothesis testing. To mitigate this problem, we control the false
discovery rate (FDR) by adjusting the p-values based on the method
of Benjamini and Yekutieli [4].

Figure 4: Topic response ratio (TAQ=Total Answered Questions,
RSAQ=Randomly SampledAnsweredQuestions, UAQ=Unanswered
Questions).

(M2) Topic Response Ratio. In SO, questions often might not
receive answers due to their topical difficulty. Questions related
to certain topics (e.g., software libraries, platform, IDE) usually
get less attention than others (e.g., jquery-selectors, lisp) in SO.
Questions on these topics might attract subjective opinions rather
than the authentic answers. Thus, these questions are discouraged
and often redirected to other community websites (e.g., GitHub)
for appropriate answers [19].

We first examine which topics are more likely to receive answers
andwhich are not. In SO, tags often capture the topics of a submitted
question. Each question can have at most five tags and must have
at least one tag [35]. We first calculate the answering ratio of each
topic, Rt as follows.

Rt =
AQ

TQ
(1)

whereAQ andTQ represent the number of answered questions and
total questions associated with the topic respectively. Since each
question can have multiple topics (tags), we then measure the topic
response ratio (Qr esp ) of each question as follows.

Qr esp =
1
N

×

N∑
i=1

Rti (2)

where N is the number of topics associated with a question and Rti
denotes the response ratio of the ith topic of the question. Accord-
ing to our investigation, as shown in Fig. 4, the topic response ratio

of the unanswered questions is lower than that of the answered
questions. It indicates that the topics of the unanswered questions
are of little interest to the SO user community. It is also possible
that there are not sufficient experts to answer the topics discussed
in the unanswered questions. We also found this difference as statis-
tically significant using Mann-Whitney-Wilcoxon and Cliff’s delta
statistical test (i.e., p-value = 0 <0.01 and Cliff’s d = 0.40 (medium)).

(M3) Topic Entropy. Single tags (e.g., java) assigned to a ques-
tion often fail to explain the topics or subject matter of the question.
On the contrary, multiple tags attached to a question could help
the users better understand the topics and thus help them find the
questions of their interest. We analyze the ambiguity of question
topics and attempt to determine whether the unanswered questions
use more ambiguous topics than those of the answered questions.
In Information Theory, entropy is used as a measure of uncertainty
of a random variable that takes up multiple values [28]. Similarly,
we consider the probability of a question discussing a certain topic
as a random variable, and determine topic entropy of each question.
To measure the topic entropy of each question, we first calculate
the prior probability (Pk ) of each topic (i.e., tag) associated with
the question at SO. Pk is defined as a ratio between the number
of questions discussing a topic k ∈ n and the number of questions
discussing all the topics of SO. We then determine the topic entropy
for each question as follows.

TE = −
1
n

[ n∑
k=1

Pk × loд(Pk )

]
(3)

where n denotes the total number of topics of a question. Here, we
calculate the average entropy (dividing the entropy by n) since the
number of tags differ from question to question. If a question of SO
uses one or more ambiguous topics, the entropy becomes higher.

We contrast between unanswered and answered questions in
terms of their topic entropy. Table 2 summarizes the comparative
analysis. We see that topic entropy of answered questions is signif-
icantly lower than that of the unanswered questions. Such a result
indicates that the unanswered questions are more ambiguous than
the answered questions, which possibly left them with no answers.

(M4) Metric Entropy and (M5) Average Terms Entropy.We
use Metric Entropy and Average Terms Entropy to estimate the
randomness of terms used in the textual part of the unanswered
and answered questions. Metric Entropy is the Shannon entropy
[12] divided by the character length of the question’s text. It repre-
sents the randomness of the terms against a question [26]. Average
Terms Entropy also estimates the randomness of each term for the
question’s text. However, in this case, the entropy of each term is
calculated against all the questions on SO. We first calculate the
entropy for each term in the SO data dump of December 2017. We
then determine the equivalent entropy of each term for a question’s
text against all the questions. Finally, we calculate the Average Term
Entropy for each question by summing each of the terms entropy
for the question divide by the character length of the question’s
text. The entropy value describes the discriminating power of a
term [26]. The lower the entropy of a question, the higher the use
of uncommon terms in the question.

As shown in Table 2, we find a relatively lower metric and aver-
age terms entropy for the unanswered questions than that of the
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Table 2: Comparison between unanswered and answered questions using quantitative features

Feature Answered Question Unanswered Question MWW Test
(p-value) Cliff’s |d|Mean Median Std. Dev. Mean Median Std. Dev.

Text Readability 9.89 9.67 4.12 11.05 10.53 4.90 0 0.17 (small)
Topic Response Ratio 0.88 0.88 0.04 0.86 0.86 0.05 0 0.40 (medium)
Topic Entropy 2.63 2.66 0. 67 2.73 2.75 0.67 0 0.09 (negligible)
Metric Entropy 0.0068 0.0064 0.0026 0.0061 0.0058 0.0023 0 0.17 (small)
Average Terms Entropy 0.0004 0.0004 0.0001 0.0004 0.0003 0.0001 0 0.09 (negligible)
Text-code Ratio 1.35 0.46 4.00 1.17 0.36 3.85 0 0.09 (negligible)
User Reputation 62.97 22.0 131.73 39.16 10.0 110.76 0 0.24 (small)
Received Response Ratio 0.71 1.0 0.45 0.60 0.87 0.45 0 0.30 (small)

answered questions. That is, the unanswered questions use more
uncommon terms in their texts than the answered questions do. It
indicates that the unanswered questions might use inappropriate
terms that do not describe the problem correctly. Moreover, they
might touch such topics that often remain unanswered. According
to our analysis, we found the differences are statistically significant
(i.e., p = 0 <0.01) using the Mann-Whitney-Wilcoxon test. However,
the effect size is either small or negligible.

(M6) Text-code Ratio. The ratio between text and code of a
question is often considered as an important dimension of question
quality [31]. Large code segments with little explanation might
make a question hard to comprehend. We thus wanted to find out
whether the unanswered and answered question differ from each
other in terms of their text-code ratio. We extract the code segments
and texts from the body of a question. Then we calculate the text-
code ratio by dividing the character length of the text with the
length of the code segment. When the code segment is absent from
a question, we assign a large number as the text-code ratio.

According to our analysis, the text-code ratio of the unanswered
questions is lower than that of the answered questions (as shown
in Table 2). That is, insufficient explanation of the code segment
could be a potential factor that might explain why the questions
remain unanswered. We also measure whether the difference of
text-code ratio between unanswered and answered questions is
statistically significant. From the Mann-Whitney-Wilcoxon test, we
find significant p-value (p-value = 0 <0.01). However, the effect size
from the Cliff’s Delta test was found negligible.

Figure 5: User reputation during question submission time
(TAQ=Total Answered Questions, RSAQ=Randomly Sampled An-
swered Questions, UAQ=Unanswered Questions).

(M7)UserReputation.The reputation system of SO is designed
to incentivize contributions and to allow assessment from the users
[8]. Asaduzzaman et al. [3] argue that a question submitted by a
user with a higher reputation has a higher possibility of getting
answers. We thus consider the users’ reputation as a distinctive
feature of SO questions. The official data dump only reports the
latest reputation scores of the users, which might not be appropriate
for our analysis. However, SO stores all the activities (e.g., votes,
acceptances, bounties) of users with their dates. We thus use the
snapshot of the activities of users to calculate the reputation during
their question submission. For reputation calculation, we used a
standard equation provided by the SO [13].

According to our analysis (Fig. 5), the reputation of the authors of
unanswered questions is lower than that of the authors of answered
questions. It confirms that the high reputation score increases the
chance of getting answers. Using the Mann-Whitney-Wilcoxon test,
we find a significant p-value (i.e., p-value = 0 <0.01) although the
effect size is small (i.e., Cliff’s d = 0.24).

(M8) Received Response Ratio. The past question-answering
history of a user might provide useful information as to whether a
question submitted by the user will be answered or not [29]. Thus
we investigate a user’s question-answering statistics. In particular,
we measure the percentage of answered questions (AQp ) asked by
users during their new question submission as follows.

AQp =

∑
t<T Aq∑
t<T Tq

× 100 (4)

where T is the submission time of the question currently being
processed, t denotes the submission time of the previous questions,
Aq and Tq represent the total number of answered questions and
asked questions respectively.

According to our analysis, a user with a higher percentage of
receiving answers in the past has a higher chance of receiving
answers in the future. As shown in Table 2, the authors of the an-
swered questions received answers for about 71% of their submitted
questions in the past. On the contrary, the same percentage is about
60% for the authors of the unanswered questions. The difference is
statically significant (i.e., p-value = 0 <0.01) with a small effect size
(i.e., Cliff’s d = 0.30).
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Figure 6: Comparison (qualitative) between unanswered and
answered questions.

3.2 Answering RQ2 : Agreement between
Quantitative and Qualitative Findings

While our quantitative analysis provides enough evidence that
unanswered questions are significantly different from the answered
questions, we further conduct qualitative analysis to better un-
derstand their difference. In particular, we attempt to determine
whether the qualitative findings agreewith the quantitative findings
from the above section (Sec. 3.1) or not.

Study Setup. In SO, the topics of a question are often conveyed
through predefined tags. We first find the popular tags that were
assigned to at least 5K questions of SO. Then we find the questions
that use one of these tags. We count the number of unanswered
and answered questions connected to each topic. We then measure
the ratio of unanswered and answered questions against each given
topic. We then find the top 10 topics that were unanswered (e.g.,
jupyter-notebook, electron, rstudio) and another top 10 that were
frequently answered (e.g., scheme, sql-server-2005, asp.net-mvc-2).
Finally, we randomly choose 20 questions for each of these 20 topics,
manually analyze a total of 400 questions (statistically significant
with a confidence level of 95% and confidence interval of 5% [5]),
and derive several qualitative insights.

Manual Analysis. Two of the authors conduct a qualitative
study to see the different quality aspects of unanswered questions,
contrasting them with answered questions. We analyze 400 ques-
tions by spending a total of 40 man-hours. We first examine the
randomly sampled questions with no particular viewpoints in mind.
We then discuss together to share our understanding and set a few
dimensions to proceed with our analysis. Next, the sampled data
is presented to each author for manual analysis. The authors rank
them with four major quality aspects from 0 (lowest) to 5 (highest).
The aspects are – i) problem description and code explanation ii)
topic assignment ii) question formatting and iv) appropriateness
of the code segments included with questions. Besides the above
aspects, we also investigate whether the question was received
an answer in a comment, redirected to another site (e.g., GitHub),
asked suggestions, raised multiple issues in a single question, and
marked as a possible duplicate. During the manual investigation, we
periodically sat together and discussed the major inconsistencies in
ranking until a consensus was reached. In particular, we resolved
the inconsistencies by discussion when our ranking varied more
than two in any aspect of a question.

Results. Fig. 6 shows the results of our manual analysis. For each
of the four aspects, the average ranking for unanswered questions

is lower than that of the answered questions. For example, the
appropriateness of the code segments is 2.7 (on the scale of 5) for
unanswered questions. Such rank is 3.63 for the answered questions.
Our findings from the manual analysis are as follows.

• Problem description and explanation of code segments: We find
that the problem description of the answered questions is complete,
relevant, and easy to read. These questions include code segments
when required and provide a useful explanation of the code ele-
ments so that users can comprehend them easily. When a question
includes several code segments, we find a separate explanation for
each of them. On the other hand, we find that the problem descrip-
tion is not sufficient and somewhat irrelevant in the unanswered
questions. Questions without a clear problem statement are not
useful to the readers. In the case of unanswered questions, we found
long, redundant code segments that were not explained properly.
They also do not provide any markers that could help one find
the faulty part of the code. Sometimes the environment settings
(e.g., operating system) and other technical details (e.g., software
version) were found missing as well. In the quantitative analysis
(section 3.1), we also find that the text-code ratio of the unanswered
questions is lower than that of the answered ones. Thus, our manual
investigation supports the quantitative difference in the text-code
ratio between unanswered and answered questions.

• Users experience and usage of appropriate terms.We often see
popular technical terms (e.g., GUI) in the texts of the answered
questions which are familiar to the technical community. Such
a use of popular words might improve the overall clarity of the
question texts. On the contrary, we frequently notice the use of
non-technical terms in the unanswered questions. This might occur
due to the lack in experience (i.e., novice user) and domain expertise.
In the quantitative analysis, we also find that (1) the submitters’
reputation of the unanswered questions is lower than that of the
submitters’ of the answered questions on average, and (2) unan-
swered questions use more uncommon terms. Thus, our manual
investigation agrees with the quantitative difference in the word
uses between unanswered and answered questions.

• Assignment of appropriate topics. Tags assigned to the answered
questions are precise and interesting enough to attract the experts
of the domain. On the contrary, the tags assigned to the unanswered
questions are generic (e.g., java). Our topic entropy shows that the
tags of the unanswered questions are more generic, less precise
than that of the answered questions. Users with low reputation
(e.g., reputation < 1500) cannot add new tags to their questions
[20] and are forced to use the existing generic or even potentially
non-appropriate tags. Such a constraint might also prevent novice
users of SO to assign proper tags to their questions.

3.3 Answering RQ3 : Construction of
Prediction Models and Result Analysis

RQ1 and RQ2 investigate why the questions of SO remain unan-
swered using quantitative and qualitative approaches. Predicting
a question (during its submission) that might not be answered
could help one (1) improve the question and (2) thus receive the
answers in time. We construct four machine learning models to
predict whether a given question would be answered or not. In
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this section, we describe how we construct these models and evalu-
ate their performance. We also compare our model performances
with the baseline performances. Finally, we present a case study to
demonstrate the generalizability of our models.

Algorithm Description.We use four algorithms for building
prediction models – i) Decision Trees (CART) [7], ii) Random Forest
(RF) [6], iii) K-Nearest Neighbors (KNN) [1], and iv) Artificial Neural
Network (ANN) [33]. We choose these algorithms for two reasons.
First, they are capable of building reliable models, even when the
relationship between the predictors and class is nonlinear or com-
plex. According to our comparative study, the relationship between
question classes and their corresponding feature values might be
complex. Second, these algorithms are widely used in the relevant
studies [26, 28, 29]. Thus, we choose these four popular machine
learning techniques that have different learning strategies to pre-
dict the unanswered questions. Moreover, they are non-parametric
machine learning techniques. That is, they do not make any as-
sumptions on the underlying data distribution.

Classification and Regression Tree (CART) and Random Forest
(RF) are tree-based algorithms where the trees are constructed using
predictors as non-leaf nodes and the classes as the leaf nodes. They
show how individual features can affect the overall prediction. On
the other hand, algorithms such as ANN and KNN combine all
features (a.k.a., predictors) for determining the class label of an
instance. ANN constructs a non-liner classification model during
training, whereas KNN sorts the multi-dimensional feature space
based on their classes.

Metrics of Success.We evaluate our prediction models using
four appropriate performance metrics - precision, recall, F1-score,
and classification accuracy.

Model Configuration.We use a grid search algorithm, namely
GridSearchCV, from the scikit-learn library [24] to select the best
model configuration. GridSearchCV algorithm works by running
and evaluating the model performance of all possible combinations
of parameters. We also examine the accuracy of both train and test
datasets and adjust the parameters so that models do not over-fit.
We use the following parameter settings to configure our models.

ANN is configured using two hidden layers with each having
eight activation units, logistic Sigmoid function as the activation
function, adam as the weight optimizer, learning rate of 0.0001 and
a batch size of 200. For KNN, we apply the K-Dimensional Tree
(KDTree) algorithm to compute the nearest neighbors between 50
neighbors where, distance is used for weight function. For DT, Gini
is used as the function to measure the quality of split and two is
used as the depth of the tree. For RF, the number of trees is used 5
and Gini is used for splitting criteria.

Dataset Selection.We keep the training and testing data sep-
arate. We use the attributes of the questions submitted on SO in
the year 2016 or earlier for training and questions submitted in the
year 2017 for the testing purpose. We have several time-dependent
features (e.g., user reputation). Thus, we make sure that we predict
the unseen questions based on past questions.

Prediction of Unanswered Questions. To see how well the
prediction models perform based on our features, we conduct an
experiment with our models. Table 3 shows the experimental results
of our models.

Table 3: Experimental Results

Technique Question Precision Recall F1-Score Accuracy

Decision Trees Unanswered 72.57% 67.37% 69.87% 70.95%Answered 69.55% 74.54% 71.96%

Random Forest Unanswered 77.68% 80.83% 79.22% 78.80%Answered 80.02% 76.77% 78.36%

ANN Unanswered 58.59% 72.37% 64.75% 60.60%Answered 63.87% 48.84% 55.35%

KNN Unanswered 67.62% 67.46% 67.54% 67.57%Answered 67.54% 67.69% 67.62%

We see that all four models can predict the question classes with
61%-79% accuracy. Our primary focus is to predict the unanswered
questions. We thus analyze how the models perform to predict
them. Random Forest performs the best among four models with
precision 77.68% and recall 80.83%. Decision Tree is found as the sec-
ond best with precision 72.57% and recall 67.37% followed by KNN
with precision 67.62% and recall 67.46%, and ANN with precision
58.59% and recall 72.37%. One clear distinction can be drawn from
the results that, individual feature processing algorithms such as
Random Forest and Decision Tree are comparatively better suited
for our dataset than the collective feature processing algorithms
such as ANN and KNN. Moreover, Random Forest employs an en-
semble learning, considers multiple trees to come to a decision
and thus can avoid over-fitting and suited better for our dataset.
Constructing multiple decision trees also helps the Random For-
est model to capture non-linear relations between the predictors
and classes more accurately for our problem. On the contrary, our
dataset might not be well suited for ANN and KNN.

We investigate 40 cases (20 unanswered + 20 answered) where
all of our models fail. Such insights might help and motivate future
studies to improve models’ performance. According to our investi-
gation, our models misclassify the unanswered questions that are
related to a few rising technologies (e.g., netflix zuul, libgdx). We see
that the presentation quality, explanation of code segment, readabil-
ity of text, and topic selection of these questions were reasonably
well. Unfortunately, they might be remained unanswered due to the
lack of experts. Our models often inaccurately predict the answered
questions when they have long code with a more concise explana-
tion. We use the text-code ratio instead of the length of the text
to overcome such situations. However, our models fail to handle a
few extreme cases [22]. Our analysis suggests that these questions
received answers because either they included self-explanatory
code segments or the code segments were capable of reproducing
the issues reported at the questions [17].

Feature Strength Analysis.While answering RQ1, we showed
that there are several attributes, whose values are different for
unanswered and answered questions. Such findings indicate that
these attributes might be the key estimators in predicting whether
a question will be answered or not. A ranking of these attributes
might help to select the top estimators in the prediction task. We
thus use ExtraTreesClassifier, an inbuilt class of scikit-learn [24] to
rank the features.

As shown in Fig. 7, topic response ratio has the highest classifi-
cation strength. It indicates that selection of appropriate tags (or
topics) during question submission at SO is important. According to
our investigation, topics related to software libraries, frameworks
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Figure 7: Feature Rank

are less likely to be answered in SO. User reputation is the second
most effective feature. That is, the trusted users by the SO commu-
nity are more likely to get answers in response to their questions.
Reputation also serves as a proxy to a user’s skills or expertise in
a particular domain. The next two important features are metric
entropy and text readability. They suggest that the use of terms and
reading ease of the question texts is important to receive answers.
The use of ambiguous complex terms can prevent a question from
being answered. The remaining four features have low impacts on
receiving answers.

Comparison with Baseline Models. According to the results
(Table 3), our proposed models able to predict questions about 60–
80% of the time correctly. However, we are interested to compare
ourmodels with themodels studies previously. Thus, we choose two
state-of-the-art studies – i) Saha et al. [29], and ii) Calefato et al. [9]
related to our study. From the study of Saha et al. [29], we consider
eight out of twelve features and discard the rest. We discard the
four features such as – number of views, question score, number
of favorite counts, and number of comments because they are not
available at the submission time of a question. From the study of
Calefato et al. [9], we consider all nine features. Next, we build four
machine learning models using their attributes for each study. To
create a level playing field, we also tune the parameters of baseline
models to ensure the best performances. We finally compare the
performance between baseline models and the proposed models. In
particular, we compare the precision and overall accuracy between
baseline models and our models.

Fig. 8 shows the comparative results between the proposed mod-
els and the baseline models. The performance of the models by
Calefato et al. [9] is found comparatively poor than the others.
Their accuracy and precision were found in the range of 50–52%
for all the four algorithms. The strength of the features used by
Saha et al. [29] is relatively higher than the features of Calefato
et al. We see that the models trained with the features by Saha
et al. outperform than that of the models by Calefato et al. The
performance of the models by Saha et al. is about 1–7% higher than
the models by Calefato et al. The overall accuracy of the models
by Saha et al. is found 53–55% and the precision is found 53–59%.
However, the proposed machine learning models outperform both
the baseline models. The precision of the proposed models is about
6–25% higher than the models by Saha et al., and about 9–27%
higher than the models by Calefato et al. Proposed models also
have the improvement of overall accuracy between 5–25% from
Saha et al., and 7–27% from Calefato et al.

We further attempt to investigate why the baseline models fail
that much in predicting unanswered questions. We manually inves-
tigate 50 cases where both the baseline models fail. Our analysis

shows that predictions often go wrong due to the length of the
questions. Both the baseline studies consider the character length
of the questions (title + body + code segment). Their models often
detect the questions having long length as answered. However, our
analysis suggests that questions with short texts and long code
segments are often remain unanswered. In our study, we use the
text-code ratio that might not suffer as the length of the questions
do. The presence of code also misleads the baseline models. The
models are trained in a way that the questions with code segment
are more likely to be answered. However, we find several incorrect
cases where questions do not have any code segments, and yet they
get answers. We also find that the attributes such as the number
of tags, presence of external link, submission time have almost
identical values for both the question classes. Thus the baseline
models find difficulty while classifying questions based on these
attributes.

Table 4: Model Performance with C++ and Go

Technique Question Precision Accuracy
C++ Go C++ Go

Decision Trees Unanswered 66.02% 65.28% 67.40% 66.0%Answered 69.03% 66.74%

Random Forest Unanswered 64.10% 62.38% 66.3% 64.02%Answered 69.31% 66.17%

Generalizability of the Models’ Performance. In our study,
we attempt to extract such features that are not dependent on
any programming languages. Here, we test the models to confirm
the generalizability of their performance and the strength of the
features. We select questions from two different programming lan-
guages that are not used to train our models. In particular, we collect
100K questions (50K unanswered + 50K answered) of C++ program-
ming language and 8K questions (4K unanswered + 4K answered)
of Go programming languages. Go is an emerging programming
language and thus we could not collect more questions. We select
Random Forest and Decision Trees to test with C++ and Go since
the experimental results (Table 3) show that they are well suited
for our dataset and features.

The precision and accuracy of the models for C++ and go re-
ported at Table 4 show that the models perform reasonably well,
although they lose some precision and accuracy (less than 15%).
Our further investigation reveals a few causes that might explain
why the performance has declined. We see that the code segments
included in the questions related to the Go language are compara-
tively small than that of the Java and C# languages. On the contrary,
the length of C++ code segments are fairly long but self-explanatory.
The users often add a brief description. Moreover, Go is an emerg-
ing language, and most of the questions discuss theory and do not
include any code segments. These scenarios above might affect the
attributes such as text-code ratio, text readability. Despite having
such discrepancies, the proposed model can predict the unanswered
question with a maximum of about 66% precision and 67% accuracy.
Such findings confirm the general acceptance of our features and
models in predicting the unanswered questions.
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Figure 8: The performance of different algorithms applied to the raw feature values (UANS: Unanswered, ANS: Answered).

4 KEY FINDINGS & GUIDELINES
Our study provides several insights that explain why a question
might fail to receive answers at SO. These insights may guide the
users of SO, especially, novice users to improve their questions and
increase the chance of getting answers.

(F1) Question format matters. Proper formatting of the de-
scription in a question is essential. In particular, the different ele-
ments (e.g., text, code, hyperlink) are recommended to place inside
the appropriate HTML tags to improve their visibility and readabil-
ity. Otherwise, the question might be hard to read, which could
force the expert users to leave the questions without answering.

(F2) Attach code segment when required. If a question de-
scribes a code related issue, it should include an example code
segment to support the problem statement. We find that users often
request for code segments in the comment thread while trying to
answer the code related questions. More importantly, one should
include non-redundant code that is able to reproduce the reported
issues in the question description. According to an earlier finding,
in Stack Overflow, about 22% of the code segments fail to reproduce
the reported issues in their questions [17]. In our manual analy-
sis, we found that such lack of reproducibility could also leave a
question unanswered.

(F3) Improper and non-technical description hurts.A clear
description might prompt the expert users to answer a question. Ac-
cording to our investigation, we also find that the usage of appropri-
ate technical terms is important. An ambiguous and non-technical
description of a technical problem might mislead the users and thus
hurt its chance of getting the solutions.

(F4) Stack Overflow is not suitable for all topics. Several
topics are more likely to be unanswered in SO. According to our
analysis, top unanswered topics are primarily related to program-
ming IDEs, libraries, and frameworks. A lot of unanswered ques-
tions from these topics are related to internal configurations and
algorithms. To answer such questions, the creator and the main-
taining team need to be active users at SO which they are not.
Hence, many unanswered questions are redirected to Github issues
through comments [19] where the members from the development
team are involved. In addition to that, questions related to the hard-
ware configuration of network devices are also more likely to be
unanswered. Such questions can be resolved by IT experts who are
not that much active at SO. During manual analysis, we see that 8%
of unanswered questions are directed to other sites. Thus, the users
should (1) avoid submitting the off-topic questions and (2) carefully
select the tags for their questions.

(F5) Multiple issues in a single question hurts. Some users
often discuss multiple issues in a single question, which is not
recommended by the community members. According to our in-
vestigation, question with multiple issues or concerns often fail to
receive the answers.

(F6) Unanswered questions are not always really unan-
swered.We find that several questions received working solutions
in their comment threads. According to our manual investigation,
5% unanswered questions receive answers in the comment threads.
Thus, although many questions are seen as unanswered, they are
actually answered.

(F7) Miscellaneous findings.We also find several other causes
that might leave the questions unanswered. First, several questions
remain unanswered since they discuss outdated technology. Sec-
ond, many unanswered questions were found with misleading titles.
Third, users sometimes requested for suggestions instead of dis-
cussing problems clearly and asking particular solutions. Forth,
some questions were perceived as duplicates to other questions.

5 RELATEDWORK
Several studies [3, 26, 27, 29] focus on classifying the SO questions.
Saha et al. [29] introduce machine learning models to classify unan-
swered and answered questions of SO. Their models depend on the
attributes (e.g., view count and scores) that are not available during
the submission of questions. Thus, their models might fail to predict
the unanswered questions during their submission. On the contrary,
we investigate the question characteristics that are available during
the submission of a question and construct prediction models to
predict the unanswered questions. Saha et al. [29] also perform an
initial investigation to understand why the questions of SO remain
unanswered. They report that the lack of user interest is a major
factor that might leave a question unanswered. We find that the
user’s interest often depends on the topics of the questions. The an-
swering rate of several topics is fairly high, whereas several topics
suffer from a low answering rate. We perform a comparative study
on the question characteristics between answered and unanswered
questions and report the top 10 topics (i.e., tags) which are more
likely to remain unanswered.

Asaduzzaman et al. [3] conduct qualitative analysis to under-
stand why questions of SO remain unanswered. They report several
characteristics (e.g., impatient users) which are difficult to mea-
sure in practice. Besides, they do not provide any classification or
prediction models for separating unanswered questions from the
answered ones. Thus the strength of their features in classifying



ISEC 2021, February 25-27, 2021, Bhubaneswar, India

questions is not well understood. We automatically compute eight
important features (e.g., topic response ratio) of SO questions and
use them to predict the unanswered question. Furthermore, our
prediction model outperforms two baseline models.

Calefato et al. [9] study a set of factors that are likely to influence
the chance of getting answers by the questions at SO. They analyze
about 87K questions and suggest that four factors might affect the
chance of obtaining successful answers to the SO questions. They
are presentation quality (e.g., presence of code snippets, question
length), sentiment polarity (e.g., positive, negative), question post-
ing time (e.g., day of week), and user reputation. According to our
investigation, user reputation is one of the important attributes to
predict unanswered questions. However, our feature set is more
powerful for predicting the unanswered questions during their
submission than those of Calefato et al. [9].

Ponzanelli et al. [26, 27] present an approach to classify the
questions according to their quality (i.e., score). Our investigation
reports that about 99% of questions having negative scores receive
one or more answers. On the other hand, about 11% of questions
which have positive score do not receive any answer [23]. There-
fore, the classification model based on the score might not perform
well in predicting the unanswered questions. Although a few of the
features (e.g., metric entropy) are common between their model
and ours, we extract more appropriate features to predict the unan-
swered questions.

Rahman and Roy [28] propose a model for predicting unresolved
questions (i.e., no submitted answers were accepted as solutions
by the questioner) of SO. Their feature analysis gives a key insight
for understanding the difference between unresolved and resolved
questions. We use a few of their features (e.g., topic entropy) in
detecting unanswered questions. However, the remaining features
(e.g., answer rejection ratio) are only effective in detecting the
unresolved questions rather than the unanswered questions.

Chua and Banerjee [10] develop a conceptual framework known
as the Quest-for-Answer to explain why some questions in Q&A
sites draw answers while others remain ignored. They attempt to
validate their framework empirically using 3000 questions (1500
unanswered + 1500 answered). However, some of their features are
difficult to measure in practice (e.g., user politeness). A few of them
(e.g., view count, question age) are also not available during the
submission of questions. The remaining features (e.g., title length,
description length) were employed by Calefato et al. [9]. However,
our models outperform the models of Calefato et al. Wang et al.
[32] investigate the factors for fast answers in technical Q&A sites.
We not only investigate the causes of unanswered questions but
also deliver machine learning models that can predict unanswered
questions during their submission. To the best of our knowledge, no
existing models are available to predict the unanswered questions
during question submission time, which makes our work novel.

6 THREATS TO VALIDITY
This section discusses threats to the validity of this study. First,
the baseline and the proposed models are built based on the four
machine learning algorithms. One can argue that the results can
vary with other algorithms. Saha et al. [29] use the Naive-Bayes
algorithm in their study. However, the algorithm does not perform

well in their study, and thus we discard this algorithm from our
experiment. Furthermore, the algorithms used in our study are
widely used by a number of related studies.

Second, we use five different text readability metrics in the pro-
posed models. Other text readability metrics can have different
impacts on the results. However, we also analyze the result with
other metrics and find that our reported metrics perform better
than them.

Third, during the manual investigation of answered and unan-
swered questions in RQ2 (Section 3.2), the participants remain
aware of the status of the questions. One can argue that, if the anal-
ysis were performed keeping the participants blind, the bias could
have been avoided. However, we also make one of the participants
blind about the status of the questions and perform manual analysis
on a sample set. We do not find any significant inconsistency be-
tween blind and non-blind observations. Thus, such a threat might
have been mitigated.

Finally, to balance the answered and unanswered questions in
the dataset, we select random samples from the answered ques-
tions and all from the unanswered questions. Statistical conclusion
validity might arise due to undersampling the data [15]. However,
we perform statistical tests routinely to justify our conclusions and
thus avoid such threats.

7 CONCLUSION
A significant part of the questions of Stack Overflow do not receive
any answers. Predicting them beforehand can help one improve
the questions and thus receive the answers in time. In this paper,
we contrast between unanswered and answered questions of SO
quantitatively and qualitatively. We analyze 4.8 million questions
and build models to predict the unanswered questions during their
submission. Our contribution in this paper is threefold. First, we
conduct a quantitative analysis and find that topics discussed in a
question, the experience of the question submitter, and readability
of question texts are likely to predict whether a question will be an-
swered or not. Second, we manually investigate 400 questions (200
unanswered + 200 answered) and demonstrate that our qualitative
findings support the quantitative findings. Our manual analysis also
reveals several non-trivial insights (e.g., avoid multiple issues in a
single question) that could guide novice users to improve their ques-
tions. Third, we develop four machine learning models to predict
the unanswered questions. Our models can predict the unanswered
questions during their submission time with about 78% precision
and about 79% overall accuracy, which are significantly higher than
that of two baseline models. The models also perform reasonably
well when we test them with questions from two different program-
ming languages (i.e., Go, C++). Such performance also suggests the
robustness of our models and features.

In future, we plan to develop tool supports that could help the
users revise their potentially unanswered questions.
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