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ABSTRACT
The potential for semi-supervised techniques to produce per-
sonalized clusters has not been explored. This is due to
the fact that semi-supervised clustering algorithms used to
be evaluated using oracles based on underlying class labels.
Although using oracles allows clustering algorithms to be
evaluated quickly and without labor intensive labeling, it
has the key disadvantage that oracles always give the same
answer for an assignment of a document or a feature. How-
ever, different human users might give different assignments
of the same document and/or feature because of different
but equally valid points of view. In this paper, we con-
duct a user study in which we ask participants (users) to
group the same document collection into clusters according
to their own understanding, which are then used to eval-
uate semi-supervised clustering algorithms for user person-
alization. Through our user study, we observe that differ-
ent users have their own personalized organizations of the
same collection and a user’s organization changes over time.
Therefore, we propose that document clustering algorithms
should be able to incorporate user input and produce per-
sonalized clusters based on the user input. We also confirm
that semi-supervised algorithms with noisy user input can
still produce better organizations matching user’s expecta-
tion (personalization) than traditional unsupervised ones.
Finally, we demonstrate that labeling keywords for clusters
at the same time as labeling documents can improve clus-
tering performance further compared to labeling only docu-
ments with respect to user personalization.
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1. INTRODUCTION
Nowadays, academic researchers maintain a personal li-

brary of papers related to their research and courses, down-
loaded from digital libraries such as Association for Comput-
ing Machinery (ACM) digital library1. While those papers
might be placed into different categories (folders) when they
were downloaded, the categories are generally quite coarse.
Even worse, papers with different topics might be put into
the same folder only for temporary convenience. In fact,
even if users categorize the papers appropriately at one time,
they might change their mind later on and want to orga-
nize the papers in another manner. In addition, researchers
might like one organization for their research but another
one for preparing their courseware. Therefore, the organi-
zation of the personal library should be easily changed over
time based on user’s needs.

Clustering techniques are often employed to group a doc-
ument collection into different topics. Unsupervised clus-
tering does not require any user effort. However, the users
may not be satisfied with the universal output since it does
not reflect the individual user’s point of view and completely
ignores personalization. Semi-supervised clustering incorpo-
rates prior information, e.g., user input, into clustering algo-
rithms and normally can produce better quality of clusters.

1http://dl.acm.org/
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User input is generally provided through user supervision.
With respect to document clustering, there are two types of
supervision, i.e., document supervision and feature supervi-
sion. In document supervision, users provide document-level
user input such as labeling a few representative documents
for each cluster [2] or identifying relationship between two
documents, i.e., “must-link” and “cannot-link” [21]. In fea-
ture supervision, users provide feature-level user input such
as assigning a few keywords for each cluster [12] or identify-
ing the features (words) which are useful for clustering [8, 9].
The semi-supervised clustering algorithms can also produce
personalized clusters if combined with user inputs from in-
dividual users.

The previous semi-supervised clustering algorithms were
all experimentally evaluated using oracles. Oracles are based
on the underlying class labels of standard datasets. In the
case of document supervision, two documents are put into
the same cluster or identified as “must-link” by the oracle if
they have the same class labels. Otherwise, they are identi-
fied as “cannot-link” and must end up in different clusters.
With respect to feature supervision, a feature oracle is con-
structed using feature selection techniques such as χ2 or in-
formation gain based on the underlying labels of documents.
The constructed feature oracle determines whether a feature
is useful for clustering and which cluster the feature should
be assigned to. By using oracles, a new semi-supervised
clustering algorithm can be evaluated and verified easily and
quickly. However, there are two main disadvantages using
oracles to evaluate semi-supervised algorithms. First, ora-
cles always give the correct assignments of documents into
clusters or “must-link” and “cannot-link”. In real situation,
human users can easily make mistakes in assigning docu-
ments. Therefore, the semi-supervised algorithms should
be tested under noisy supervision, e.g., two documents are
placed into the same cluster when they are not meant to.
The same problem exists with feature supervision that a
user can pick a useless feature or even assign one cluster’s
feature to another one especially when there are overlaps
between clusters. Although one might claim that noise can
be injected into oracle decisions [9], the probability method
used to create the feature oracle may not be able to simu-
late a user’s complicated decision process. Second, oracles
constructed for one dataset always assign the same label for
the same document or the same feature. Assume we have
two papers and one talks about programming languages and
the other is about software debugging. A document oracle
based on underlying class labels will always give the same
assignments on whether those two papers should be placed
into the same cluster. However, one human user can assign
them into the same cluster “software engineering” while an-
other one would like to put them into two clusters, i.e., “lan-
guages” and “debugging”. Clearly, the keywords (features)
assigned for the two cases will be different too. Therefore,
although semi-supervised algorithms have the potential to
produce personalized clusters, they have not been explored
for this purpose.

In this paper, we conduct a user study to verify whether
semi-supervised clustering algorithms can still produce bet-
ter quality of clusters when human users are asked to per-
form document supervision and feature supervision than un-
supervised clustering without any supervision. At the same
time, we explore the semi-supervised algorithms to produce
personalized clusters for individual users when combined

with their own user input. We develop an interactive inter-
face to help users to group documents and assign keywords
for clusters and documents. The interface helps users to
create a new cluster, assign a document to an existing clus-
ter, move a document from one cluster to another, merge
two clusters, remove assigned documents and existing clus-
ters. Thirty-two participants (users, used exchangeable) are
recruited to label 80 out of the 580 documents (academic
papers). The 80 papers are selected by an active recom-
mender described in Section 2.3. The papers are generally
assigned to three coarse categories assigned by their authors,
i.e., software, information systems, and computing method-
ologies. However, the coarse labels are not used at all in
this work, neither for user supervision nor for the evaluation
of the algorithms. The participants do not know the actual
number of clusters in the document collection and are asked
to group the documents based on their own understand-
ing during exploration. In fact, there are no gold-standard
labels for this dataset because each user may create any
number of sub-clusters within each coarse category. There-
fore, we may obtain different sets of clusters of the same 80
documents from each participant, in terms of the number
of clusters, the cluster membership of documents and the
keywords assigned to clusters. At the same time, they are
asked to select the cluster keywords while they are labeling
documents. They can also assign keywords to each cluster
directly. In order to demonstrate that semi-supervised clus-
tering works with a small amount of user input, only the first
few assigned documents (1 to 6) to each cluster are used as
document supervision input (see details in Section 3.3). At
the same time, only keywords associated with those docu-
ments or directly assigned to each cluster are used as feature
supervision input. All 580 documents are clustered and the
algorithms are evaluated based on the clusters of the 80 doc-
uments manually organized by each participant.

In summary, our contributions are: (1) We design and
test useful operations and text visualization methods to help
users to group documents, which should be included in su-
pervision interface for document management software. We
demonstrate that selecting keywords during assigning docu-
ments takes little time using the designed interface and op-
erations. (2) We observe that different users group the same
document collection differently, i.e., the number of clusters,
the cluster memberships of documents, and the assigned key-
words. In addition, we observe that a user’s organization of a
document collection changes over time. Therefore, cluster-
ing algorithms which accommodate personalization should
be employed. (3) We show that semi-supervised clustering
algorithms with a small amount of user input can produce
personalized clusters and verify that semi-supervised clus-
tering algorithms can still produce better quality of clusters
with (noisy) user input than unsupervised clustering. (4) We
demonstrate that assigning keywords for clusters can help
clustering algorithms to organize documents better match-
ing user’s point of view than any single supervision, i.e.,
labeling only documents or only features.

The rest of this paper is organized as follows. In Section 2,
we present the underlying clustering algorithms, propose an
active learning framework to recommend documents for the
user to label, and describe the design and components of the
interactive user interface to collect user input. Details of the
experiments and evaluations are given in Section 3. In this
section, we present and discuss the results and observations
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from our user study. In section 4, we describe the related
work. We conclude with a discussion of the implications of
this work and the opportunities for further investigations in
Section 5.

2. METHODOLOGY
In this section, we first introduce clustering algorithms

we use to demonstrate and verify the usefulness of user in-
put, i.e., the unsupervised clustering algorithm KMeans and
semi-supervised clustering algorithm DualSeededKMeans.
Then, we briefly describe the active learning method we use
to recommend documents for user supervision. Finally, we
present the interactive user interface we use to collect user
input through document supervision and feature supervi-
sion.

2.1 Unsupervised KMeans
KMeans is a clustering algorithm based on iterative as-

signments of data points to clusters and partitions a dataset
into K clusters so that the average squared distance be-
tween the data points and the closest cluster centers are
locally minimized. For a dataset with data points X =
{x1, x2, . . . , xN}, xi ∈ Rd, KMeans algorithm generates K
clusters {Xl}Kl=1 of X so that the objective function

J =

K∑
l=1

∑
xi∈Xl

||xi − µl||2 (1)

is locally minimized based on the initial centers selected,
where {µ1, µ2, . . . , µK} represent the centers of the K clus-
ters.

2.2 Semi-supervised DualSeededKMeans
DualSeededKMeans [10, 11] is a semi-supervised algo-

rithm which can incorporate user input from both docu-
ment supervision and feature supervision. It transforms
user input from document supervision into document seed-
ing [2, 10] using clusters derived from labeled documents and
user input from feature supervision into feature seeding us-
ing a Feature-Vote-Model or Feature-Generative-Model [10].
Finally, it combines document seeding and feature seeding
using the linear opinion pool [16]. DualSeededKMeans is
so general framework that it becomes DocumentSeededK-
Means without feature supervision and FeatureSeededK-
Means without feature supervision. In fact, DualSeededK-
Means without any supervision is equivalent to unsupervised
KMeans.

2.3 Active Document Recommendation for
User Supervision

Since user supervision is labor-intensive, an active learn-
ing scheme is designed to recommend the most potentially
informative documents for the user to label, i.e., assigning
the documents to a cluster. Our algorithm is an adapted ver-
sion of the explore-consolidate framework [3] to the situation
when the number of clusters K is not predefined. In the orig-
inal explore-consolidate framework described in [3], there are
two steps to construct the cluster structure, i.e., “explore”
and “consolidate”. In addition, an oracle is used and the
number of clusters K is assumed to be known. In each it-
eration of the “explore” step, a document farthest from the
assigned documents is selected using a farthest-first traversal

scheme. Then, the document is either assigned to an exist-
ing cluster or a new cluster. This step stops after K clusters
are created. In each iteration of the “consolidate” step, a
document is randomly selected and assigned to one of the
existing K clusters. The purpose of this step is to consoli-
date the cluster structure faster because all clusters exist and
there is no need to search for the farthest document. How-
ever, it is not directly applicable to our work because human
users create clusters according to their own understanding
of the document collection and different users may create
different numbers of clusters (unknown K). Therefore, we
do not know when the “consolidate” step should start. In
the adapted version, the “explore” and “consolidate” steps
are interleaved. One iteration of the “consolidate” step is
performed after every s (4 in this paper) iterations of the
“explore” step. However, instead of random selection, a doc-
ument closest to the smallest cluster is selected in the “con-
solidate” step. The main goal is to have balanced clusters
and avoid having too many small clusters.

2.4 User Interface for User Supervision
As we mentioned in Section 1, we have two types of user

supervision, namely, document supervision and feature su-
pervision. Therefore, we need to provide operations in the
user interface to support both types of supervision. We also
have to provide visualizations of clusters and documents to
aid user supervision. As shown in Fig 1, we have four panels
in the user supervision interface:

(1) “Supervision Panel” <1>2: This panel supports docu-
ment supervision. The sectors of the outside circle de-
note the clusters and the inside circle represents the doc-
ument that needs to be labeled (assigned to a cluster) by
the user. The (yellow) slices inside a sector denote the
documents assigned to the corresponding cluster. The
number inside a circle, at the top left corner of a slice
or sector is the document or cluster ID. There are al-
ways two auxiliary sectors, “New Cluster” and “Trash”,
which are used to create new clusters and remove clus-
ters or documents respectively. The operations provided
by this panel include: (a) Create a new cluster: Drag
the inside circle or a slice to the “New Cluster” sector.
(b) Move a document: Drag a slice from one sector to
another. (c) Merge two clusters: Drag a sector to an-
other. (d) Remove a cluster: Drag a sector to the“Trash”
sector. (e) Remove (unlabel or unassign) a document:
Drag the inside circle or a slice to the “Trash” sector.

(2) “Document To-Be-Labeled Panel”<2>: This panel dis-
plays the information of the document denoted by the
inside circle in the “supervision panel” and the docu-
ment ID matches the one in the inside circle. This panel
includes two sub-panels to aid users in identifying the
topic of the document, i.e., text cloud <5> [13] and
the whole content <6> of the document. The user can
select a keyword in either sub-panel, i.e., labeling a fea-
ture, by double-clicking on the word. After being chosen
as a keyword, the word is highlighted in red. If a word is
already being highlighted, double-clicking on it removes
the highlighting and it is not a keyword any more (un-
labeling a feature). The user can add and delete key-
words by using the input field <7> and using the cor-
responding add/delete buttons <8,9> respectively. All

2Corresponding Identification number in Fig. 1
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Figure 1: Interface for User Supervision: Document Supervision and Feature Supervision

keywords of this document will be shown in the keyword
area of this panel.

(3) “Cluster View Panel” <3>: After the user single-clicks
on a sector in the “supervision panel”, this panel dis-
plays information about the corresponding cluster. This
panel is similar to the “Document To-Be-Labeled Panel”
except that there is no visualization of the whole con-
tent simple because a cluster does not have it. The user
can assign keywords using the methods introduced pre-
viously. Note that keywords assigned to a document
become keywords of its cluster while the keywords di-
rectly assigned to a cluster are not connected to any
document assigned to it. Keywords assigned into a clus-
ter should describe the topic of the cluster as they are
used by DualSeededKMeans with Feature-Vote-Model
or Feature-Generative-Model in Section 2.2.

(4) “Document Labeled Panel” <4>: This pane’s layout
is the same as the “Document To-Be-Labeled Panel”.
When the user single-clicks a slice in the “Supervision
Panel”, the information about the assigned document is
shown here. The user can view the topic of the docu-
ment and revise the keywords assigned to the document.

3. EXPERIMENTS

3.1 Datasets
The dataset we use for the user study is a collection of

the 580 academic papers in full text from different areas of

computer science. Those papers were manually collected by
the authors from the ACM Digital Library. Based on the
1998 ACM Computing Classification System, those papers
were assigned to one or more of the following areas by their
authors: Software including Software Engineering and Pro-
gramming Languages, Information Systems and Computing
Methodologies. Generally speaking, the categories assigned
by paper authors are very coarse and cannot reflect the ac-
curate topics of the papers. In addition, it is not uncommon
that one paper is related to multiple topics and can be as-
signed to multiple categories. Therefore, this dataset is well
suited for us to verify whether different users have their own
points of view of the same document collection. At the same
time, we can demonstrate the usefulness of user supervision
for producing personalized organization.

3.2 Evaluation Measures
We use Rand Distance based on Rand Index [18] to com-

pare different users’ clusterings (groupings) of the same doc-
ument collection and determine whether different users have
their own points of view, thereby motivating the inclusion
of user personalization as a requirement for clustering algo-
rithms. Based on Rand Index, we develop measures of co-
hesiveness and separation to evaluate the clusters produced
by clustering algorithms in comparison with users’ manual
organizations. In addition, we use Jaccard distance [19] to
measure the dissimilarity between the sets of features labeled
by different users.
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3.2.1 Rand Distance
We assume a document collection D = {d1, d2, . . . , dn}

and two clusterings of D, i.e., X = {x1, x2, . . . , xr} and Y =
{y1, y2, . . . , ys}, where xi or yj is a subset of D. We also
have xi ∩ xj = ∅ and ∪i=1,...,rxi = D where i, j ∈ {1, . . . , r}
and i 6= j, and yi ∩ yj = ∅ and ∪i=1,...,syi = D where i, j ∈
{1, . . . , s} and i 6= j. We define the following quantities:

• a, the number of pairs of documents that are in the
same cluster in X and Y.

• b, the number of pairs of documents that are in differ-
ent clusters in X and Y.

• c, the number of pairs of documents that are in the
same cluster in X but in different clusters in Y.

• d, the number of pairs of documents that are in differ-
ent clusters in X but in the same cluster in Y.

The Rand Index, RI, is:

RI =
a+ b

a+ b+ c+ d
(2)

and the Rand Distance, RD, is:

RD = 1−RI =
c+ d

a+ b+ c+ d
(3)

Rand Index and Rand Distance measure the similarity and
the dissimilarity between two clusterings respectively.

3.2.2 Cohesiveness, Separation, and F-Measure
The clusters produced by clustering algorithms are eval-

uated against users’ manual organizations of the document
collection. Therefore, we do not use the Rand Index, which
only computes the similarity between two clusterings. In-
stead, we develop measures coh, sep, and F -Measure to
evaluate the clusters produced for this user with/without
supervision. Those measures treat a user’s manual organi-
zation as the gold standard. Assuming the gold standard
partition G = {g1, g2, . . . , gk} and a clustering C produced
by a clustering algorithm, we define the following quantities:

• a′, the number of pairs of documents that are in the
same cluster in G.

• b′, the number of pairs of documents that are in the
same cluster in G and C.

• c′, the number of pairs of documents that are in dif-
ferent clusters in G.

• d′, the number of pairs of documents that are in dif-
ferent clusters in G and C.

The cohesiveness of C, coh, is:

coh =
b′

a′
(4)

The separation of C, sep, is:

sep =
d′

c′
(5)

and finally F -Measure, F , is:

F = 2× coh× sep
coh+ sep

(6)

where coh measures the cohesiveness of C while sep measures
the separation of C, based on a user’s manual organization
G.

3.2.3 Jaccard Distance
Given two sets A and B, the Jaccard Index, JI, is:

JI =
|A ∩ B|
|A ∪ B| (7)

and the Jaccard Distance, JD, is:

JD = 1− JI =
|A ∪ B| − |A ∩ B|

|A ∪ B| (8)

Jaccard Index, JI, measures similarity between two sets
while Jaccard Distance, JD, measures dissimilarity between
two sets. Given two clusterings X and Y of a document
collection D (Section 3.2.1), Xw = {xw1, xw2, . . . , xwr} and
Yw = {yw1, yw2, . . . , yws} are the sets of keywords assigned
to each cluster by users, i.e., xwi and ywj are the keywords
assigned to cluster xi and yj respectively. We define two
dissimilarity measures between Xw and Yw. One measure
JDa measures dissimilarity between Xw and Yw without
consideration of the cluster labels of the assigned keywords,
i.e., A = ∪i=1,2,...,rxwi and B = ∪j=1,2,...,sywj in Eq. 8. The
other measure JDb measures dissimilarity between Xw and
Yw with cluster labels considered. JDb is defined as:

JDb =

r∑
i=1

min
j=1,...,s

JD(xwi, ywj) +

s∑
j=1

min
i=1,...,r

JD(ywj , xwi)

r + s
(9)

In this measure, we compute the average distance between
a cluster and its closest match in the other clustering. A
closest match is from the other clustering and has minimum
distance from a cluster. In this way, cluster labels are con-
sidered when the measure is computed. Note that the closest
match relationship is not symmetrical, i.e., with xwi’s clos-
est match being ywj , the closest match of ywj could be xwk,
where k might not be same as i.

3.3 Experimental Setup
We recruited thirty-two participants to group 80 of the

580 academic papers in our ACM dataset 3. These 80 pa-
pers are selected by the active learning method presented
in Section 2.3 and every participant groups the same 80 pa-
pers. The thirty-two participants include 5 female and 27
male graduate students from computer science. At the be-
ginning, the task of the user study is introduced to all par-
ticipant that there are not given predefined categories and
they are asked to group papers based on their own under-
standing during the exploration of the collection. They are
also aware that they need to assign keywords to a document
and those keywords will become the cluster keywords auto-
matically after the document is assigned to a cluster. They
can also assign and remove keywords to and from clusters
directly. Then, they are demonstrated how to group the
documents and assign keywords using the software, whose
interface is shown in Fig. 1 and then they are given 5 min-
utes to get familiar with the software. Finally, they are
asked to use the software to group the 80 documents. At
one time, there is only one document to be labeled (repre-
sented by the inside circle). The order of appearance of the

3 The dataset and manual organizations from all par-
ticipants will be available from the first author’s home-
page: http://www.cs.dal.ca/~yeming/. This will provide
a dataset with multiple (noisy) organizations to evaluate fu-
ture clustering algorithms.
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80 documents depends on the active learning recommenda-
tion method. Although all participants group the same 80
documents, the order of documents appear for each user is
different.

For all users, we experiment with document supervision
consisting of fewer than the full 80 documents a user labels.
We only use the first m documents assigned to each clus-
ter, where m ranges from 1 to 6. Documents within each
cluster are ordered based on the time they were assigned
to the cluster, either when being labeled for the first time
or when moved from another cluster. When a cluster B is
merged into cluster A, documents in A precede documents
in B. At the same time, only keywords associated with those
documents selected for document supervision, or directly as-
signed to each cluster, are used as feature supervision input.
Since the order the documents appear for labeling is distinct,
the user input from each user for DualSeededKMeans in-
cludes different sets of documents and labeled features. All
580 papers are clustered and the clusterings produced from
different algorithms are evaluated based on the 80 user la-
beled papers using coh, sep, and F -Measure.

3.4 Results
In this section, we present the user feedback and analyze

results from our user study. We performed three kinds of
analysis on the following aspects: user behaviors using the
interface, personalization of the same document collection,
and personalized document clustering with dual supervision.

3.4.1 User Satisfaction with the User Interface
Generally speaking, all participants think they know the

topics of document collection well and it is easy to iden-
tify the topic of a document and identify the keywords that
need to be assigned into a cluster after they manually orga-
nize the 80 documents recommended by the active recom-
mender. They also indicate that the operations to assign
and move a document, delete and merge clusters are easy to
use. However, only one participant used the operation “split
a cluster” since others did not realize its existence. They
would like to use the software to organize their personal li-
brary of papers if the system is with proper documentation
and agree that the system can help them to organize their
papers better. A few interesting points we find out are:

• Twenty-nine participants think assigning keywords only
takes a little time (less than 10 seconds) while only
three of them indicate that it takes some time (more
than 10 second but less than 1 minute). No one thinks
it takes much time (more than 1 minute).

• All participants except one think that the whole con-
tent is more useful than text cloud in identifying the
topic of a document. This point can also be verified
by Table 5, which shows that about 70% keywords are
labeled in the whole content. It is surprising since
we expected that text cloud would be more helpful.
One of the possible explanations is that we used single
words for text cloud and multiple-word phrases could
have made text cloud more useful.

• All participants review the topic of an existing cluster
through keywords instead of reading a document as-
signed to this cluster. Therefore, it is very important
to assign meaningful and correct keywords to a cluster
from the beginning.

Table 1: Definitions of Operations
Name Definition

Add Assign a document into a cluster
Move Move a document to another cluster
Delete Remove a cluster
Merge Merge two clusters
Label Add a keyword by double-clicking
Unlabel Remove a keyword by double-clicking
AddButton Add a keyword through Add Button
DelButton Remove a keyword through Delete Button

Table 2: Statistics of # of Clusters Created,
Assigned Documents and Keywords

Name Range AVG MED
# of Clusters 4– 9 6.34 6
Assigned Documents 68–80 76.47 77
Assigned Keywords / Cluster 1–26 9.09 8

In addition, many participants suggest that they would
like to have more functionality such as searching documents
by words. They also suggest that we might add a spell
checker for the keywords they enter. More specifically, some
participants like to have all assigned documents with a key-
word within a cluster highlighted when the keyword of that
cluster is selected.

We present a few excerpts from users’ feedback to support
our claims:

• “The pie visualization 4 is very easy to use after prac-
ticing on it.”

• “I really liked the drag and drop feature, which has
made the system very easy to use.”

• “ ‘Split A Cluster’ helped me when I by mistake merged
two clusters together.”

• “I like the typing keywords feature because it allows
me to generalize or be more specific about keywords
without being constrained to a predefined list.”

• “I found text clouds less useful than I expected.”

• “It should be useful to have cluster or document key-
words when the mouse hovers it in the supervision
panel.”

• “When a document or cluster is selected, I would ex-
pect this cluster or document was somehow highlighted
in the supervision panel. Without it, it is not easy to
move a document from one cluster to another.”

• “I’d like to have the search (CTRL+F) function and a
spell checker.”

• . . .

3.4.2 User Behaviors
We analyze operations defined in Table 1 which users use

during grouping documents and assigning keywords so we
can identify the most useful ones that should be included in

4The “Supervision Panel”
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Table 3: Statistics of Operations Users Use
Operation MIN AVG MED MAX
Add 80 80.5 80 92
Move 0 4.31 3 22
Delete 0 3.03 2 10
Merge 0 1.84 1 10
Label 5 72.00 54 205
Unlabel 0 4.15 2 18
AddButton 0 12.53 9 80
DelButton 0 9.28 7 36

Table 4: Keywords Assigned through Documents or
Directly

Through Doc Directly Total
Label 68.03

91.13%
3.97

8.87%
72.00

AddButton 9.00 3.53 12.53
Unlabel 3.78

51.90%
0.37

48.10%
4.15

DelButton 3.19 6.09 9.28

future interface design. We also present the analysis of the
text visualization methods used in the user interface.

A document is considered as “assigned” after it is placed
into an existing or a newly created cluster. Otherwise, it
is considered as “unassigned”, i.e., the document is placed
into the “trash” cluster. The average of assigned documents
out of the 80 documents is 76.47 (Table 2). Therefore, users
know topics of most documents recommended by the active
recommender. The most unassigned documents by a user is
12, which is 15% of all documents. However, most users only
have less than 4 documents not assigned to any cluster. In
fact, some users put a few documents into trash clusters at
the beginning. Later on, those documents are retrieved and
assigned into an existing cluster. Oracles in previous work
could not simulate this behavior, in which not all recom-
mended documents are assigned at the beginning and users
can have chance to put some documents on hold and cluster
them later. In addition, users are able to assign at least a
few keywords for each cluster and generally assign about 9
distinct keywords for each cluster (Table 2).

In Table 3, we display the minimum, average, median, and
maximum times users use each operation. The fact that we
have 92 (more than 80) add operations indicates that some
documents are moved from an existing cluster to create a
new cluster. It is also not uncommon that a user move a
document from one cluster to another, delete an existing
cluster and merge two existing clusters. In addition, users
also assign plenty of keywords for clusters. At the same
time, many keywords are removed after they are assigned.
On one hand, keywords are assigned through double-clicking
more often than using add keywords buttons. That’s mostly
due to the fact users can assign the keywords during reading
a document. However, some keywords have to be assigned
or removed through add or delete keyword buttons because
these keywords do not exist or are difficult to find in any doc-
ument. On the other hand, users remove keywords mainly
through the delete button. That’s because users normally
clean the keywords for a cluster using delete button at the
end of the manual organization so that the keywords left can
represent the topic of the cluster well. All frequent use of
those operations verify that a user can change his perception

Table 5: Keywords Assigned through Text Cloud or
Whole Content

Name Text Cloud Whole Content Total
Label 23.03 31.97% 48.97 68.01% 72.00

Unlabel 1.37 33.01% 2.78 66.99% 4.15

Table 6: Frequency of # of Clusters Created
# 4 5 6

Frequency 2 7 11
Percentage 6.25 21.88 34.38

7 8 9 Total
6 2 4 32

18.75 6.25 12.5 100

of the document collection while exploring the document col-
lection. Therefore, clustering software should enable users
to change the existing cluster structures.

Next, we analyze user behaviors on assigning keywords. A
user can assign keywords to a document and the keywords
associated with the document are assigned to a cluster au-
tomatically after the document is assigned into the cluster.
A user can also assign keywords to a cluster directly. In
addition, we are interested in which visualization method
users use most often. From Table 4, we observe that most
keywords are assigned through documents while a small per-
centage is assigned into clusters directly. Although most
participants assigned keywords primarily by double-clicking
and rarely by using “AddButton”, one participant only used
“AddButton” because he said the keywords that he came
up with could best reflect his perception of the collection.
With regards to keyword removals, users removed keywords
equally often through documents and directly from clusters.
It is observed that keyword removals through documents
mostly take place when users read documents and try to
learn its topic while users remove keywords from clusters di-
rectly after they finish the manual organizations and want
to clean the keywords which represent the topics of clusters.
From Table 5, we observe that more than two-thirds of the
keywords assigned through double clicking are selected us-
ing whole content of document. This fact is consistent with
the user feedback that the whole content is more helpful in
discerning the topic of the document than the text cloud.
However, text cloud is still useful for assigning keywords
since it has fewer words than whole content and easier to
find the word to be assigned. As some users indicated in
the post-study questionnaires, text cloud is useful to have
a general idea about the document but the whole content
helps to find the exact topic of the document.

3.4.3 Personalization
We compare different groupings of the same 80 papers

from all participants in terms of both documents and key-
words assigned. We also compare the groupings of the same
80 papers from the same users at different times to see
whether the same users have different views of the same
collection over time.

First, users create different numbers of clusters based on
their own understanding although all numbers are between
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Table 7: Statistics of User Manual Organizations
MIN AVG MED MAX

RD 0.1308 0.2483 0.2455 0.3817
JDa 0.6346 0.8632 0.8677 1.0
JDb 0.6483 0.9007 0.9082 1.0

Table 8: Manual Organizations by Five Users
at Different Times

P1 P2 P3 P4 P5 AV G
RD 0.2202 0.073 0.1652 0.1323 0.1647 0.1511
JDa 0.5574 0.4444 0.82 0.8684 0.6667 0.6714
JDb 0.6072 0.4348 0.8396 0.8269 0.7498 0.6917

4 and 9 (Table 2). More specifically, about 80% of the par-
ticipants created 5, 6, or 7 clusters while others created 4, 8,
9 clusters (Table 6). The frequency of the cluster numbers
are close to uniform distribution among 5, 6, 7 (the more
frequent cluster numbers, about 74%) and among 4, 8, 9
(the less frequent ones, about 36%) respectively. Therefore,
users tend to create different numbers of clusters. Later on,
we will observe that different participants have distinct clus-
ters regardless of whether the cluster numbers are the same
or not.

We present the minimum, average, median and maximum
Rand Distance and Jaccard Distance between organizations
of all user pairs of clusterings in Table 7. The average Rand
Distance between the user pair organizations is about 0.25.
If different users create similar partitions of the same doc-
ument collection, we would expect that the average Rand
Distance is close to 0. Therefore, the Rand Distance 0.25
shows that there is substantial disagreement between differ-
ent users and distinct clusters were created. In addition, the
Jaccard Distances in terms of labeled keywords indicate even
more disagreement between different users (average distance
about 0.90). That is because there is normally a much bigger
word vocabulary than the number of documents and many
different keywords can be used to identify the same clus-
ter topic, i.e., completely different keyword sets can be used
for the same topic. JDb shows a higher disagreement than
JDa because JDb considers the cluster label of keywords
while JDa does not. Therefore, it confirms our conjecture
that different users have different points of view of the same
document collection.

Finally, we compare manual organizations by the same
users but at different times. In our user study, we asked
the same five users to organize the same document collec-
tion again one week after their first participation. Generally
speaking, the two organizations are still distinct from one
another although they are closer when compared to organi-
zations from different users (Table 7 and Table 8). For exam-
ple, the average Rand Distance between user pair’s manual
organizations is 0.25, while from the same user is 0.15.

3.4.4 Document Clustering with User Supervision
Semi-supervised clustering algorithms have been proved

able to improve clustering performance over unsupervised
peer algorithms using oracles [7, 8, 9, 10]. Since ora-
cles used in previous work are assumed to give “correct”
answer all the time, our purpose here is to verify that doc-
ument clustering with human’s noisy supervision can still
produce more consistent clusters with user’s manual organi-

Table 9: Rand Distances Between Clusterings Pro-
duced by Each Algorithm for Different Users

Name No Supervision Document Feature Dual
RD 0.080 0.2540 0.1711 0.2226
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Figure 2: Performance of clustering algorithms with
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zation than unsupervised clustering techniques. Instead of
using a single universal ground truth as in previous work,
each user has his own ground truth in our case. Therefore,
we also explore whether document clustering with user su-
pervision can produce personalize clusters. We present the
results of clustering algorithms initialized by a few (1 to
6) documents and the keywords labeled in those documents
or assigned directly into the clusters. We use coh, sep, and
F -Measure to quantify the consistency of the computed clus-
tering with the user’s manual organization. From Fig. 2(a)
and Fig. 2(b), we can tell that document supervision is able
to group similar documents together while feature supervi-
sion is better at separating dissimilar documents. A small
number of labeled documents appears to lead to unbalanced
clusters with high cohesiveness (e.g. coh is 1 when all doc-
uments are place into the a single cluster), since the labeled
documents can not represent the cluster structure well. We
observe this behavior in Fig. 2(b). A small number of key-
words assigned to clusters (through the labeled documents
or directly by the user) appears to lead to more balanced
clusters with a better representation of cluster structures,
as seen in Fig. 2(b). Especially, document supervision can
not separate dissimilar documents very well into different
clusters when less than 4 labeled documents per cluster are
provided (Fig. 2(b)). Since the keywords (features) assigned
by users are representative of the clusters, feature supervi-
sion can provide good performance in terms of both cohe-
siveness and separation. Dual supervision, the combination
of document supervision and feature supervision, can gen-
erally produce clusters better matching user’s expectation
(Fig. 2) 5. Since assigning keywords is efficient for users, it
is worth the effort to improve the clustering performance.
In addition, the performance of the clustering algorithms
improves with more labeled documents (and more assigned
keywords) for initialization. It is easily understandable since
more documents and/or keywords can represent the cluster
structures better.

We also investigate how consistent the clusterings are be-
tween different participants. In Table 7, we compute and
display the average Rand Distances between clusterings gen-
erated by the same algorithm for different users with same
type and amount of supervision. Like the manual organi-
zations from each user (Table 7), the clusterings produced
with user’s input are also distinct from each other (Table 9).
In Table 9, the average Rand Distance between clusterings
produced with document supervision and dual supervision
with 4 documents and associated keywords is about 0.23,
which is very close to the average Distance between differ-
ent users’ manual organization (about 0.25 in Table 7). On
the other hand, the Rand Distance between clusterings pro-
duced without supervision is only 0.08. Therefore, cluster-
ings obtained via semi-supervised clustering with user su-
pervision are highly depended on user input, and therefore
they can be viewed as personalized clusterings.

4. RELATED WORK
Traditional semi-supervised clustering techniques norm-

ally employ user supervision in the form of document-level
constraints. The document constraints are generally used to
modify the loss functions [4], initialize the cluster centers [2],
learn adaptive distance metrics [22], and project high di-

5Two-tailed paired t-test with p = 0.05.

mensional feature space to lower dimensional subspaces [20].
Recently, an alternative form of user supervision such as
labeling features has been explored to aid semi-supervised
clustering algorithms [8, 9, 10, 12]. Some work [8] uses
only labeled words to guide clustering algorithms while oth-
ers [9, 10, 12] integrate both labeled documents and words
into a unified framework. However, these works are either
evaluated based on oracles or no formal user study is per-
formed. Drucker et al. [6] propose to use adaptive machine
learning recommendations to help users group large num-
bers of documents faster. They did a formal user study by
recruiting thirty-two participants to group the same doc-
ument collection. Then, they asked a pool of 161 raters
to rate the clusterings produced from the 32 participants.
The user study demonstrates that clusters produced with
the help of the adaptive machine learning method are sig-
nificantly better than clusters automatically created. How-
ever, their work did not evaluate user’s personalization of
the same document collection since the generated clusters
are not evaluated by users who provided the supervision.
Feature supervision was also used to improve the perfor-
mance of classification algorithms, such as using the labeled
features for each class to constrain the probabilistic model
estimation [5], making use of feature feedback with support
vector machine [17], and creating pseudo-instances using the
labeled features for each class [15], etc. However, classifi-
cation methods assume there are pre-defined categories to
which users can assign documents or keywords. In docu-
ment clustering, users have to form their perception of the
document collection during exploration. In addition, oracles
were employed to evaluate the proposed algorithms and no
formal user study is conducted in those works. Personaliza-
tion has been explored in the clustering of search results [1]
and search engine queries [14].

5. CONCLUSIONS AND FUTURE WORK
We recruited thirty-two participants to organize the same

document collection. We analyzed users’ behaviors during
their manual organization. The analysis shows that users
can easily find the keywords to assign to a cluster based
on the whole content of the documents and it is efficient
according to users’ feedback. Instead of only assigning key-
words existing in the documents, users also like to come up
with phrases to describe the topics of clusters. By compar-
ing all groupings from all participants, we find that each
user has his own perception of the document collection and
a clustering algorithm with user supervision is required to
produce personalized clusters, which better reflect his point
of view. At the same time, we confirm that previously pro-
posed semi-supervised document clustering algorithms can
produce personalized clusters with a small amount of user
input even if it is noisy. It is also demonstrated that the
same user can change his perception of the documents over
time. Therefore, operations such as moving a document be-
tween clusters and merging two clusters should be available
in software for document clustering. We also find that text
cloud with single words is less useful than the full text for
users to grasp the topic of a document.

Since text cloud with single words is not as helpful, it
is worth to further investigate text cloud with multiple-
word terms. According to users’ feedback, functions such
as searching documents by words, retrieving documents in
a cluster with a specific keyword of that cluster, and a spell
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checker should be added to the user interface in the future.
Since a user changes his perception of the document collec-
tion during exploration, the software should be able to inter-
leave user supervision and clustering, i.e., the user should be
able to make adjustments of documents and features after
intermediate clusters are obtained, and then the clustering
procedure is repeated with the updated user input. Other
future work directions include enabling users to create hi-
erarchical clusters with the user interface and allowing soft
clustering, namely, a document to be assigned to multiple
clusters.
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