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Abstract

Privacy can be a concern during informal collaboration around someone’s personal
display when traces of activity incidental to the current task are displayed. This dissertation
examined how to help users manage their visual privacy within web browsers. A key goal
was to allow users to maintain the functionality of their browser convenience features (e.g.
Auto Complete, History, Favorites) while limiting the information displayed within the
features to content that is appropriate for their current viewing situation.

We first needed to determine the extent of the problem, the nature of the privacy
concerns, and the browsing behaviours which may impact the effectiveness of privacy
management solutions. For this exploratory research, we employed a mixed methodology
approach consisting of a survey (155 participants) and two, week-long field studies (35
participants total). The survey examined participants' privacy concerns for varying usage
scenarios, while the field studies examined participants' application of a four-tier privacy
gradient to their actual web browsing activity. Results identified several factors that impact a
petson's privacy comfort level in a given situation and enabled us to develop a model of
visual privacy concerns.

Results also guided development of design guidelines for visual privacy management
systems for web browsers. Such a system must support easy classification of new traces of
browsing activity and provide mechanisms to appropriately filter those traces during
collaboration. As documented in our results, the rapid bursts of activity and the magnitude
of web pages visited will make it difficult for users to manually classify their activities with a
privacy level. Our exploratory data allowed us to examine the feasibility of three privacy
management approaches. Based on these results, PrivateBits, a proof of concept privacy
enhancing web browser, was developed as an instantiation of our design requirements and
leveraged usage patterns we observed in our field studies. An initial evaluation of PrivateBits
showed that it was effective at allowing users with varying privacy concerns and browsing
behaviours to manage the privacy of their web browsing traces.
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Chapter 1
Introduction

1.1 Problem Definition

Most people have seen worse things in private than they pretend to be shocked at in public.
- Edgar Watson Howe

As computers are used, transactions are generally logged in some manner, creating
artifacts of the user's actions [119]. A great deal of incidental information (i.e., information
that is incidental to the current task) about an individual's past activities on the computer
may be visible with casual inspection. This incidental information includes file and
application icons and names on the desktop, in the start menu, or in the file system itself (as
seen in Figure 1). Traces of previous activities may also be visible within an application. This
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Figure 1. Example of incidental information visible on a desktop including file and
application icons, personal pictures, email subjects, and contacts in Messenger.



information may or may not be appropriate for the current viewing context. For example,
many a presenter has felt uneasy when a technical problem occurs during their presentation,
requiring them to interact with their computer in full view of the audience. It is important to
note that incidental information considered ‘private’ is not just that which is very sensitive
(e.g., erotica, financial information, health information), it may just not be appropriate for
the current viewing context (e.g., traces of personal activities viewed in a work setting,

confidential business information).

Unless sharing a group machine, we generally have the notion that our computer
activity is personal. The terminology used within Microsoft’s Windows operating system
reinforces this perception (e.g., My Computer, My Documents). Apple has chosen a less
user-centric naming convention (e.g., Desktop, Documents). Ordinarily, normative privacy
[107] is achieved for computer displays by physically locating the display so that others
cannot easily view it [42] or by relying on the social norms that preclude others from openly
staring at information on a display within someone’s personal zone [42, 143]. However, there
are occasions when viewing of the display is explicitly invited, such as when people gather in
an ad hoc basis around a computer to collaborate on a project (as in Figure 2) or when a

display is projected during a presentation. In these cases, normative privacy does not apply

panic attack during public speaking Y
personal bankruptoy laws
persperation + nervous
perspiration + nervous
presentation anxiet

Cy research
privake web browsing

Irivac

Figure 2. Example of incidental information privacy during collaboration around a personal
display. Previous search terms are revealed when “privacy research” is typed in the text box.



as the display itself acts as an object in the collaboration; incidental information displayed

will not only be visible, but will likely be viewed.

Web browsers were selected as the representative application for this research since
they are often used during co-located collaboration to find information or share previously
found web sites. In addition, web browsers are typically used for a wide variety of tasks, both
personal and work related. The potentially sensitive information that may be visible within
web browsers is tightly integrated with a person’s actions within the web browser [91]. Web
browsers have many convenience features, such as History, Auto Complete, and
Favorites/Bookmarks, that are provided to assist users when browsing, but also display
traces of prior activity that users may prefer to remain private. For example, if opened, the
History panel will reveal previously visited web pages. Auto Complete functionality is
provided both for URL completion and also for form entry. Figure 2 shows how the auto
complete function will reveal search terms previously entered; during a search for “privacy

research”, a previous search for “personal bankruptcy laws” may be revealed.

Recently the sensitivity of search terms has been a topic in the mainstream news. In
August 2006, AOL released the search terms used by 658,000 anonymous users over a three
month period [102]. These search terms revealed a great deal about the interests of users and
were considered to be a privacy violation. Even though only a few of the users were able to
be identified by combining information found within the search terms they used, the data
was soon removed from public access by AOL. What this data did highlight was the breadth
of search terms with respect to sensitivity and how much the terms could reveal about the
users. This insight into the extent that a person’s concerns and personal activities can be
revealed by the search terms they use within their web browser is illustrated in the comic
shown in Figure 3. When web browsers are used during collaboration with others, privacy
concerns can be magnified as the person that generated the traces of web browsing activity is

not anonymous, but known to the viewer of the traces [92].

Privacy management of incidental information can be difficult for computer users. It
is not always clear exactly which traces of activities are being created and stored and which
can subsequently be viewed by others during normal computer usage [149]. Nor is it clear
whom all the future viewers will be and the context under which material will be viewed,

particularly when devices are mobile and used in both personal and business settings [119].
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Figure 3. Comic illustrating embarrassing web searches (http://xkcd.com/c155.html).

Currently, users must make tradeoffs to manage the privacy of their incidental
information. They can choose to work efficiently in a familiar environment, with access to
convenience features and usual layout, but with some risk of a privacy violation if
inappropriate incidental information is revealed. Alternatively, they can choose to work more
awkwardly in a sterile environment. To maintain visual privacy of their previous activities
within their web browsers, users must currently choose to either turn their web browser

convenience features off or periodically clear the stored information with either the web



browset’s tools or commercial privacy software. Commercial tools (e.g., Window Washer [4])
tend to assume that the vast majority of items are public in nature, with a small subset

needing to be password protected, and that users never concurrently view sites of both
types.

Research in the domain of incidental information is just beginning. Previous work in
other domains has found that privacy concerns are highly nuanced and individual [8]. Tools
to manage the privacy of incidental information within web browsers should allow users to
only reveal information that is appropriate for their current context while maintaining the
benefits of convenience features for the purpose of revisitation. Developing privacy
management systems is difficult due to the diverse privacy concerns of users [8] and the
many types of information that need to be protected from a variety of potential viewers [22].
There may be different levels of privacy desired depending on the relationship the individual
has to potential viewers and on the type of information [107]. The amount of control that
the individual retains over the disclosure of information may also impact their level of
comfort [119]. The intersection of privacy management [8, 107] and personal information
management [18] results in a challenging problem. The amount of control a person has over
what information is displayed in their environment must be balanced with the time and

effort that is necessary to provide control.

1.2 Research Objectives

The objectives of this dissertation research fall under two general areas. The first is
the investigation of incidental information privacy in terms of the extent of the problem and
the factors which impact privacy concerns in this domain. The second is the investigation of
privacy management approaches to help users maintain the visual privacy of their incidental
information within web browsers and the development a proof of concept privacy

enhancing web browser.

1.2.1 Investigation of Incidental Information Privacy

Before we attempted to develop a privacy enhanced web browser to help users
manage the visual privacy of their incidental information, we needed a better understanding
of the privacy issues. While previous privacy research has investigated other privacy domains

(e.g., online consumer privacy, information sharing privacy), we needed to conduct



foundational research to determine which aspects of privacy apply to the domain of visual

privacy of incidental information.

We conducted exploratory research consisting of a survey and two field studies in
order to learn more about the factors that impact privacy in this domain. Triangulating the
results from these studies allowed us to develop a preliminary model of incidental
information privacy. For each factor of the model, we attempted to determine the extent and
variability of user behaviours and concerns. Furthermore, we examined the inter-relationship
of the factors. We also learned a great deal about web browsing behaviour in general that

may impact the feasibility of various privacy management solutions.

1.2.2 Investigation of Privacy Management Approaches

A second objective of this dissertation was to use our foundational research to guide
development of a privacy management system to help users manage their visual incidental
information privacy. Guidelines for privacy management systems were developed based
upon the results of our exploratory research. We investigated how to help users with three
aspects of a privacy management system: classification, filtering, and maintenance. The traces
created during web browsing must be classified with privacy levels (either manually or
automatically). These traces can later be filtered by the privacy management system so that
only contextually appropriate content is displayed. Users must also be provided with
mechanisms for maintenance of such a system. These include methods to help them inspect

the privacy of their saved traces and adjust the privacy classification if necessary.

We investigated the use of content categorization of visited web pages as a
mechanism to allow for automated privacy classification of traces. We also worked towards
developing a predictive model of a user’s privacy comfort level in a given situation that could
be used to dynamically adapt which information is displayed. We have, however, left an
implementation based on such automated approaches to future work. Instead, we designed
and implemented a more explicit approach to privacy management. This approach leveraged
privacy patterns discovered during web browsing (e.g., partitioning activities of different
sensitivities between browser windows) to assist users with classifying the privacy of their
information. We performed a preliminary evaluation of our proof of concept privacy

enhancing web browser, PrivateBits.



1.3 Organizational Overview

We begin by presenting related work in Chapter 2. Privacy management of incidental
information with respect to web browsing traces is a largely unstudied domain, but builds
upon research from several areas including privacy (section 2.1), web browsing behaviours
(section 2.2), personal information management (section 2.3), and research into privacy

management tools (section 2.4).

Chapter 3 describes exploratory research investigating the domain of incidental
information privacy within web browsers. We begin with a discussion of research
methodologies for studying privacy (section 3.1) and for studying web browsing behaviour
(section 3.2). We then describe our mixed methodology approach of three studies (section
3.3). The first study was the Incidental Information Privacy (IIP) survey, an on-line survey of
155 participants that explored several factors of incidental information privacy (section 3.4).
The second study was the Privacy Gradients 1 (PG1) field study with 20 laptop users which
examined their privacy concerns for their actual visited pages over the course of a week
(section 3.5). The third study was the Privacy Gradients 2 (PG2) field study with 15
participants who were a mixture of technical and non-technical desktop and laptop users.
This study was similar to the first field study (PG1), but gathered more contextual
information such as the location of the browsing and the content of the visited page (section
3.6). Results from these three studies are integrated and presented throughout Chapters 4, 5,
and 0.

In Chapter 4, we present results related to general web browsing behaviour. Findings
from the PG1 and PG2 field studies are presented in the following areas: number of pages
visited (section 4.1), browser window usage (section 4.2), speed of browsing (section 4.3) and
number of browsing sessions (section 4.4). Findings from the IIP survey and the PG2 field
study allowed us to examine participants’ browsing activities (section 4.5) The IIP survey
provided self-reports of the general types of browsing activities in which participants
engaged, and the second field study (PG2) provided information about the categories of

pages that participants visited and their relative frequencies.

In Chapter 5, we present results concerning the privacy of web browsing traces. Our
focus in this chapter is on general privacy results, irrespective of environmental contexts

such as device and location. We begin by reporting results from the IIP survey and two field



studies showing the scope of the incidental information privacy problem (section 5.1), which
confirmed our motivation to conduct research in this area. We then present results
concerning participants’ application of privacy levels to their web browsing during the field
studies (section 5.2). We next present several factors of incidental information privacy that
we believe impact a person’s privacy comfort level in a given situation (section 5.3). We use
those factors to frame the presentation of results from the IIP survey and field studies
pertaining to privacy in this domain, specifically the sensitivity of potentially visible content
(section 5.4), the person’s relationship to the viewer of the information (section 5.5), the
level of control retained over input devices (section 5.6), and a person’s inherent privacy

concerns (section 5.7).

In Chapter 6, we investigate how browsing activities, web browser settings, and
actions taken to preserve privacy combine to determine which content is potentially visible
in web browsers. In this chapter we explore the inter-relationship of dispositional and
situational variables and their impact on participants’ activities and privacy concerns. Results
are presented from the IIP survey and the contextual data captured during the PG2 field
study. We first examine the impact of dispositional variables such as our participants’
demographics and life experiences on their inherent privacy concerns (section 6.1). We then
examine the impact of situational variables within the browsing environment (e.g., location,
device) on inherent privacy concerns (section 6.2). We also examine the impact of this
environmental context on the overall application of privacy levels by participants in the PG2
field study (section 6.3). We then break down the possible causes for the differences found.
We examine how the environmental context affects browsing activities (section 6.4), browser
convenience features settings (section 6.5) and the privacy preserving actions taken (section
0.6), all of which contribute to what content is potentially visible within browser
convenience features. Finally, we examine whether the same types of content are perceived

as having differing privacy concerns across usage contexts (section 6.7).

Chapter 7 examines the feasibility of various privacy management approaches. We
begin by presenting the design requirements we developed for a visual privacy management
system as a result of our exploratory analysis (section 7.1). Then, in light of those
requirements, we discuss three components of such a privacy management system:

classification of traces of web browsing activity, filtering of that information appropriately



during viewing situations, and maintenance (section 7.2). We then present an analysis of the
feasibility of automated approaches for classification of traces (section 7.3) and for filtering
of content according to the current viewing context (section 7.4). Finally, we discuss the
current technological limitations to automated approaches which led us to develop a more

explicit approach (section 7.5).

Our exploratory research identified design requirements and proposed an approach
for semi-automatically classifying the privacy of traces of browsing activity. This approach
leverages browser-window based temporal patterns observed in participants’ application of
privacy levels during web browsing. With this approach, the onus remains with the user to
manage the classification of their browsing with system support. Chapter 8 presents the
design, implementation, and evaluation of PrivateBits, an instantiation of a browser window
based visual privacy management approach. We first present the design and implementation
of our proof of concept privacy management system (section 8.1). We then reflect on how
this design fulfills the identified design requirements (section 8.2). We next present the
methodology for our preliminary evaluation of PrivateBits (section 8.3). We then present
results of the evaluation and reflect on the effectiveness of the interface at meeting
participants’ varying privacy concerns and browsing behaviours (section 8.4) and discuss
issues of trust and concealment of the privacy management system itself that are unique to

privacy management systems (section 8.5).

In Chapter 9, we reflect upon the suitability of the methodological approaches taken
during this research. We first discuss the suitability of the mixed methodological approach
used for our exploratory studies of incidental information privacy concerns (section 9.1). We
then reflect on the effectiveness of participant annotation of logged data as a method of
studying rich natural behaviours in situ (section 9.2). Finally, we discuss the effectiveness of
conducting a laboratory-based evaluation to initially investigate the usability and utility of

PrivateBits (section 9.3).

Finally, in Chapter 10, we give a summary of this dissertation research (section 10.1)
and itemize the contributions of this dissertation (section 10.2). We conclude with directions

for future work (section 10.3).
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Chapter 2
Related Work

Privacy management of incidental information with respect to web browsing traces is
a largely unstudied domain, but builds upon research from several areas including privacy,
web browsing behaviours, personal information management, and the development of

privacy management tools. This chapter will present related research in each of these areas.

2.1 Privacy

There are several aspects to privacy relevant to this thesis research. We first present
applicable privacy theories, particularly those that consider how privacy concerns change
depending upon the context of the situation (e.g., for different viewers, in different settings).
We next present relevant findings from other privacy domains such as information sharing.
Finally, we present related work with respect to modeling privacy. Where relevant, we reflect
on the applicability of the related research to our study of visual privacy concerns within web

browsers.

2.1.1 Privacy Theory
Privacy is a fluid concept and privacy theories and definitions vary according to the
domain in which the privacy issues occur. This section explores privacy theories that are

most closely related to the domain of incidental information privacy.

Boyle and Greenberg [19] developed a vocabulary for interpersonal operational
privacy in video media spaces. The three central modalities by which people control their
privacy boundaries within a video media space are solitude (i.e., control over interpersonal
interactions), confidentiality (i.e., control over access to one’s personal information), and
autonomy (i.e., control over one’s own actions and expression of identity). For visual privacy
of incidental information, solitude does not apply as the privacy violation occurs when an
individual specifically invites another person to view their display. Boyle and Greenberg
define privacy sensitivity as “a property of a piece of information that can be defined as a

perception of how important it is to maintain control over access to it” [19].
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Westin [150] defines individual privacy as “the claim of an individual to determine
what information about himself or herself should be known to others”. Over the past forty
years, Westin has primarily dealt with consumer privacy rights (e.g., when personal
information can be collected, how others can make use of the information). Visual privacy
of incidental information is simpler in some respects. As there is no electronic transfer of
information, issues relating to when personal information can be captured and later uses of
the information are moot. Furthermore, relationships are interpersonal in nature, rather than
business/consumer. Therefore, social norms can mitigate many visual privacy concerns. For
example, there are social conventions as to when it is acceptable to view information on a
computer display and when it is acceptable to act or disseminate such information. However,
once others have been explicitly invited to view a display (e.g., during collaboration or when
a display is projected), privacy concerns can arise when information that a person may not

want to share with others is inadvertently revealed.

Westin [150] also discusses how individuals seek a balance between maintaining
privacy and fulfilling a need for communication and disclosure. How an individual balances
that privacy depends on their personal situation including their family life, education, social
class, and psychological composition. Furthermore, Westin states that an individual’s needs

are highly contextual and continually shift depending on situational events.

The contextual nature of privacy is well established in the literature. Goffman [49]
first introduced the need to project different personas or faces during social interactions.
The face presented in any given situation depends not only on the current audience but also
on the current conditions. The combination of audience and situation determines how much
and what information will be disclosed. Furthermore, as discussed by Palen and Dourish
[119], people can have many roles between which they fluidly move and can act in multiple
capacities, often simultaneously. For example, one may act as an individual, a family
member, and a representative of an organization. This can make a purely role-based
approach to privacy management difficult. If information is conveyed that is out of character
for the person’s current role, the boundaries that have been maintained can collapse creating

opportunities for social, bodily, emotional, and financial harm [129].

Palen and Dourish [119] describe three inter-related boundaries for privacy

management: the disclosure boundary, the temporal boundary, and the identity boundary.
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Boundaries between what is considered to be public or private are continuously refined
depending upon the context. The disclosure boundary is the tension between privacy and
publicity of information, opinions, and actions as one chooses to present a persona of
oneself to the current audience. The temporal boundary is the tension between past, present
and future. Not only does information tend to persist over time, but one’s privacy concerns
in the present are likely shaped by similar circumstances in the past. The identity boundary is
defined as the boundary between self and others and is complicated by group membership,
such as social or professional affiliations. This model of privacy fits incidental information
privacy well. Users would like to be able to control an appropriate level of disclosure given
the context of viewing (disclosure boundary). The temporal persistence of traces of previous
activity (femporal boundary) makes it difficult for users to ensure that they are presenting

themselves appropriately for their current role (identity boundary).

The impact of privacy violations depends in part on the content of what has been
revealed, and the costs of a violation can be both imagined and realized [99]. Phillips [130]
discusses how people vary in their perception of the utility of privacy and also in their sense
of the dangers of a privacy violation. He discusses four types of privacy concerns: freedom
from intrusion, constructing the public/private divide, identity management, and
surveillance. Phillips’ concept of identify management is similar to Palen and Dourish’s [119]
identity boundary. Of the remaining three types of privacy concerns, freedom from intrusion

and surveillance are most relevant to visual privacy concerns.

As defined by Phillips, freedom from intrusion affords individuals the freedom to
express themselves within their personal sphere without intrusion from others, either in the
form of government action (e.g., searches without warrants) or through the pressure of
social norms [130]. Privacy in this sense supports social interaction and “healthy functioning
by providing needed opportunities to relax, to be one’s self, to emotionally vent, and to cope
with loss, shock, and sorrow” [99]. Increasingly the Internet has become a mechanism by
which people can engage in activities to support their emotional needs (e.g., surfing the web,
visiting personal support forums, blogging, investigating health concerns) [150]. Content
visible within web browsers may therefore include sensitive items such as socially

inappropriate activities, confidential business items, and personal activities conducted on
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company time as well as more neutral items (e.g., situation-appropriate content, weather

information).

Phillips focuses on surveillance as a privacy concern at the societal level, as a method
by which the observations of many individuals are aggregated and used to create and manage
social knowledge [130]. For our purposes, a more traditional view of surveillance is
appropriate, whereby surveillance is considered at the individual level (i.e., Big Brother is
watching). Privacy and surveillance are aspects of the same concept, with privacy actions
serving as a nullification mechanism against surveillance [101]. Several methods of
maintaining privacy in case of surveillance have been identified [101], with se/f-regulating,
blocking and masking activities being particularly applicable to privacy in this domain. For
example, web browsing activities may be se/f-regulated in the workplace to avoid surveillance
by an employer [101], with more personal activities being conducted solely at home. A
person’s attitudes and perceptions about privacy, trust, and social relationships or norms

(e.g., workplace rules) will influence his behaviour in a situation [95].

A common privacy preserving strategy employed with web browsers is to block the
recording of visited sites by turning off the convenience features. This strategy is likely to be
a contributing factor to the underutilization of web browser convenience features for the
purpose of revisitation [12, 80, 86] (convenience feature use is discussed further in section
2.2.2). Another downside to this approach is that a complete lack of visited sites within the
browser’s History may be viewed as an indicator that there is an activity worth hiding. A
more subtle approach would be to mask the activity rather than to block it completely [101].
For example, to mask browsing activities in Favorites, users can rename stored sites to
conceal the nature of the page. Options to more selectively manage History and Auto

Complete entries are needed.

It must be noted that guarding the visual privacy of incidental information within
web browsers will not protect employee privacy if an employer is conducting workplace
surveillance; many employers monitor internet activity on the web server [99]. In such cases,
employees may avoid surveillance of their activities by avoiding activities which may raise a
red flag (e.g., viewing pornographic sites) thereby warranting closer inspection by
management [101]. Some may also opt to use a co-worker’s account or shared machine so

that the activities they undertake are not directly traceable back to them [101].
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Lederer et al. [91] discuss personal privacy of electronic information flow within a
ubiquitous computing context. They qualify personal privacy as being a “set of both
deliberate and intuitive practices by which an individual exercises her claim to determine
personal information disclosure and which constitutes, in part, her participation in the co-
evolving technologies and expectations of everyday life”. They also discuss how personal
privacy allows one to “maintain compound roles in the socio-technical contexts of everyday
life”. This view on personal privacy relates well to the visual privacy issues we are
investigating. Web browsing has become an aspect of everyday life and occurs across

multiple roles and contexts.

Lederer et al. [92] discuss how activities convey the essence of a persona. Knowledge
of an individual’s prior activities is more sensitive when their identity is known as the
activities can reveal hidden personae. With traces of incidental information, a person’s
actions in one area (e.g., personal browsing) may later be viewed in another area (e.g.,
workplace). Information that is appropriate for a friend to see may not be appropriate if
viewed by an acquaintance or an authority figure with whom one would prefer to present a

more formal or otherwise restricted face.

Moor [107] uses a “control/restricted access” theory of privacy. Users can fine-tune
the privacy of their information by both recipient and information type via zones of privacy.
However, with incidental information, not all potential viewers of the information may be

apparent at the time the traces are created.

2.1.2 Research Investigating Privacy Concerns

Results from research investigating privacy concerns in other domains may not be
directly applicable to the incidental information privacy, but can provide insights. We next
present relevant privacy research from the domains of online privacy, information privacy,
and other domains such as computer supported collaborative work (CSCW) and ubiquitous

computing.

2.1.2.1 Online Privacy
The Platform for Privacy Preferences Project [3] has developed standards that
facilitates user awareness of the privacy policies that govern the use of their personal

information at participating websites. However, online privacy research has a different focus
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from the web browser privacy issues we present here. Online privacy research generally
examines issues concerning the transfer of personal data to business or governmental
entities; the relationships are between consumers and corporations. This may be quite
different from the privacy concerns associated with others viewing traces of previous web
browsing activity in a co-located setting. Although in both cases personal information may
be viewed, there are differences in the nature of the relationship to the viewer of the
information. For visual privacy within web browsers, the relationship between the user and
the receiver of the information is not business-consumer, but rather interpersonal in nature
(within the workplace, there may also be an organizational component). Furthermore, the
viewers of incidental information within web browsers are not usually anonymous, but are
known to the user which may heighten privacy concerns [92]. Additionally, information is

viewed but not electronically transferred.

A 1998 survey by Ackerman et al. [8] examined privacy preferences for Internet
users. The authors found differing levels of sensitivity about personal data, ranging from
little concern about providing such information as their favourite television show to great
concern over credit card and medical information. Interestingly, 18-20% of the participants
expressed concern over even the most innocuous data. The authors suggest that an

individualized approach is necessary given the large variance in reactions.

2.1.2.2 Information Privacy

Recent research into information sharing has looked at privacy comfort for various
types of information and recipients of that information. Cadiz and Gupta [22] found that, in
general, people were open to sharing information except with strangers. Cadiz and Gupta
also found that participants’ privacy concerns were highly nuanced. A similar study by Olson
et al. [115] investigated privacy comfort for participants sharing information with a recipient.
They found that the recipients of the information could be clustered into four groups
according to the level of privacy concerns associated with the recipient: public, work
relationships, family, and spouse. During a preliminary phase of their study, they asked
participants to give instances when they had shared something that they later regretted
sharing. This information was used to inform the types of information examined in the
second phase of their study. The second phase of Olson et al.’s study had participants give

comfort levels for each instance of sharing 40 kinds of information with 19 types of people.
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Their results suggest that the types of incidental information that may be revealed during
web browsing (e.g., personal activities like viewing non-work related websites, transgressions
like viewing erotic material) are considered more sensitive than other content (e.g., contact
and availability information). Privacy concerns for incidental information arising from web
browsing may be less clear-cut than for static information (e.g., contact information) that
may be shared electronically. There are likely several levels of sensitivity of content within
the traces, the amount of sensitive content may fluctuate over time, and the user may be less

aware of what is actually saved.

2.1.2.3 Other Research Areas

Privacy issues have been addressed extensively in distributed CSCW research,
particularly in relation to capturing and displaying awareness information in an attempt to
replicate some of the benefits of co-located collaboration. However, there is a tradeoff
between providing awareness information and maintaining privacy. For example, Palen [118]
identified several privacy issues during a study investigating the use of groupware calendar
systems. Participants had concerns about the personal privacy of their information (e.g.,
medical appointments), the social sensitivity of the information (e.g., internal job interview),
and the security of company information (e.g., business strategies revealed by appointments
with other companies). Additionally, participants were concerned that the information

contained on the calendar would lead to judgments about how they managed their time.

Privacy issues also surround the use of video in awareness tools, particularly if the
video could capture images of those unaware they are being viewed, as in the Notification
Collage [52]. Users of that system commented that they felt more inhibited than normal and
often felt the need to put on a public persona while at home by changing their dressing
habits and "excusing the mess" visible in a video. Strategies for maintaining privacy in
awareness systems include only storing and presenting aggregate data where possible [14]
and adjusting the level of detail of information displayed depending on the size and public

nature of the display [71].

Privacy issues raised in co-located CSCW research have been primarily limited to the
privacy of data within an application often using specialized dedicated devices. For example,
Shoemaker and Inkpen investigated the use of shuttered glasses [138] that are calibrated with

the refresh rate of a monitor. The shuttered glasses are configured so that he odd frames are
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viewable by one user and the even frames by the other user. Information that is private is
encoded to appear on only half the frames, while public information is shown on all frames.
However, this view of private information assumes that all information viewed is task-

related. During collaboration around someone’s computer, this may not be the case.

More recently, researchers have been investigating privacy issues that occur as a
result of multiple display environments. For example, Huang and Mynatt [71] discussed
privacy issues that arise when information is appears on semi-public displays within a small
group environment. They found that privacy concerns can increase when displays are
viewable by many people in a group and it is not clear which information is being viewed, by
whom, and how often. Hutchings and Pierce [73] have investigated how (and why) people
might divide an application’s interface across devices in private, semi-private, and public
environments. Privacy issues were a factor for all participants when choosing an appropriate
division of the interface or device to use. Indeed, most participants (15/18) wete concerned
about others viewing sensitive information on their displays. This was particularly true in the
semi-public work environment where many participants wanted to shield personal activities

from their colleagues.

Privacy is also addressed in the ubiquitous computing community. Lederer et al. [93]
examined the relative importance of the inquirer (spouse, employer, stranger, merchant) and
the situation for the preferred accuracy of personal information disclosed (e.g., location).
Participants’ preferred level of accuracy was found to vary by inquirer, but not by situation
(except when the inquirer was the employer). Patil and Kobsa [127] studied privacy issues
related to the use of Instant Messenger. They also noted differences in privacy concerns for
different viewers which suggested a more fine-grained approach to managing privacy levels
for contact lists. As discussed in section 2.1.2.2, Olson et al. [115] found that viewers of
information clustered into the groups spouse, family, work, and public (ordered by
increasing privacy concerns for this viewing). Lederer et al. [93] found that there may be
increased privacy tensions for hierarchical relationships (e.g., supervisor-employee) which
they attributed to the desire for solitude (i.e., an employee may not want a supervisor to be
able to contact her outside of working hours). Similarly, Patil and Kobsa [127] found no

difference in terms of comfort between superiors, subordinates, and strangers.
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2.1.3 Privacy Models

Researchers have developed privacy models for other domains. These models inform
our overall understanding of privacy issues. We next present related work concerned with
developing general models within a specific privacy domain and also models which attempt

to segment users according to their privacy concerns.

2.1.3.1 General Models

Adams [11] developed an abstract model for users’ privacy perceptions of
multimedia information during communications. The primary factors of her model include
the user’s judgment as to the sensitivity of the information, their trust in the receiver of the
information, and their determination of the costs and benefits of the usage of the
information. Each of these factors interacts with the others and within the overall context of
the situation (i.e., technology used, social groupings, national/international settings). Adams
discusses how privacy is not a binary attribute; the sensitivity of information varies across
many degrees. One point Adams makes that is particularly relevant to visual privacy of
incidental information is that privacy concerns are often associated with the secondary
information that is relayed. For example, it may not be the content of a discussion (the
primary information) that is perceived to be sensitive, but the language used (e.g., abusive
language), the verbal cues (e.g., tone of voice), or the visual cues (e.g., mannerisms, dress).
With visual privacy of incidental information, it is not the information related to the task at
hand that is sensitive, but the secondary traces of information viewed during interactions

with the computer.

Malhotra et al. [98] have developed a causal model of online consumers’ information
privacy concerns. Their model considered the effect that Internet users’” information privacy
concerns have on trusting beliefs, risk beliefs, and their behavioural intention to reveal
personal information. Furthermore, they incorporated the sensitivity of the information
requested by marketers as a contextual variable and considered covariates such as sex, age,
education, Internet experience, identity misrepresentation, past experiences with privacy
invasion, and media exposure. They developed measures for new factors of privacy concerns
including control (i.e., whether the user has control over the data) and awareness (i.e.

whether the user is adequately informed as to use of the data) to augment existing scales for
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this domain which consider collection of information (i.e., whether the exchange of personal

information is equitable).

Recent research (such as [8, 77]) has been cautioning that actual behaviour with
respect to privacy practices often does not follow stated privacy concerns. We therefore
consider it important to not only rely on self-reported data about incidental information
privacy concerns, but to also investigate the privacy concerns within the context of actual
web browsing behaviour. Acquisti [9] has proposed enriching privacy models by including

psychological models of personal behavior such as immediate gratification and self-control.

2.1.3.2 Segmented Models

In addition to more general models of privacy concerns, an effort has been made to
model privacy for subgroups of the population. Despite individual differences in privacy
concerns, individuals may be able to be grouped according to their privacy characteristics.
The Westin-Harris [116] privacy segmentation model explores consumers confidence in how
personal information is collected and used by companies. The model partitions consumers
into three privacy categoties: privacy fundamentalists, privacy pragmatists, and privacy unconcerned.
Privacy fundamentalists feel strongly that current information practices are a threat to their
privacy, while those classified as privacy unconcerned have the opposite viewpoint. Privacy
pragmatists tend to weigh the risks of releasing personal information (e.g., receiving spam

emails) against the potential benefits (e.g., personalization of a web site).

Spickermann et al. [139] also studied online consumer privacy issues and further
divided the pragmatists into two groups: the dentity concerned and the profiling averse. 1dentity
concerned participants were most concerned about revealing personal contact information
such as their name and address to corporate sites, while the profiling averse were more

concerned about information such as health status and hobbies.

Sheehan [137] conducted an email survey (889 total respondents) and examined
participants’ privacy concerns for the collection and use of personally identifiable
information by companies. The survey inquired about privacy concerns for 15 online
situations using a 7-point scale. The scores were summed across all the situations (maximum
total score 105). Sheehan partitioned participants in a similar fashion to the Westin-Harris

model, and found that only 3% of the total participants would be considered to be
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fundamentalists (alarmed internet users, score < 30/105), 16% would be considered
unconcerned (unconcerned internet users, score > 90/105), and 81% would be considered
pragmatists (score 31/105 to 90/105). The pragmatists were further subdivided based on
their total scores and classified as either creumspect internet users (38% of total respondents,
score 31/105 to 60/105) ot wary internet users (43% of total respondents, score 61/105 to
89/105).

The consumer-based privacy segmentation model has been applied to other privacy
domains with limited success. Consolvo et al. [33] did not find the model to be a good
predictor for disclosure of awareness information. Patil and Lai [128] used an extended
questionnaire with a trust component to model their participants, but did not find
correlations between the awareness information settings participants would choose and their
questionnaire scores. Olson et al. [115] used nine questions from Butler’s trust scale [20] and
demographic data (e.g., age, gender) in an attempt to find a small number of questions that
indicate privacy preferences for information sharing. Although they state that interesting
patterns emerged, none were statistically significant. It is clear that privacy segmentation may
vary depending on the privacy domain and that segmentation methods for a given domain
must reflect the nature of privacy concerns within that domain. Consumer privacy
segmentation models may not be relevant in a domain with interpersonal privacy concerns,

as in the case of viewing incidental information.

Patil and Kobsa [127] found their participants to have a wide range of privacy
concerns with respect to the use of Instant Messenger. However, they found three levels of
privacy concern (high, medium, low) to be effective for discerning privacy attitudes. The
burden of privacy management in this and other systems may be reduced through the use of

templates that are appropriately set for a sub-group of users with similar concerns.
p pprop y group

2.2 Web Browsing

Web browsing is the primary task for users, with privacy management being a
secondary consideration. In order to understand how to support visual privacy in web
browsers, it is important to understand users’ behaviours, activities, and the features they use
while browsing. Any privacy management solutions that we develop will have to be effective

at managing privacy without disrupting users’ desired web browsing behaviours.
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Web browsing environments have been continually evolving. Appendix A gives a
detailed timeline of changes in the typical web browsing environment and the typical user.
This gives temporal context to the seminal web browsing research. For example, in 1994 the
typical web user was a young, technical male, using a browser with limited features over a
slow connection. Today, users come from all segments of the population and are often using
browsers equipped with advanced navigation and search features over a high-speed
connection. Web browsing increasingly occurs in mobile contexts as laptop computers and
other devices accompany individuals as the move between the workplace, home, and school.
Despite these contextual changes to the web browsing environment, seminal works, such as
Catledge and Pitkow’s [25] 1994 study, are still used as a motivation for new web navigation
tools and techniques. This early research needs reevaluation against current contexts of use

to see if the results are still appropriate.

2.2.1 Web Browsing Behaviours

Web browsing behaviour has been studied from a variety of perspectives. Research
has considered both general web browsing behaviours (e.g., the study of web page
revisitation patterns, as in [145]) and more specific areas such as information seeking

behaviour (e.g., searching, as in [35]).

2.2.1.1 General Web Browsing Behaviour

One of the first studies examining users’ web browsing behaviour was Catledge and
Pitkow’s 1994 study [25]. A modified version of XMosaic was used to log browsing activity
over the course of 3 weeks. The two dominant methods of navigation by participants were
hyperlinks and the back button. Tauscher and Greenberg [146] also observed user behaviour
with a modified version of XMosaic and studied the revisitation patterns of users. Over a six
week period in 1995, they observed that 58% of page visits were revisits. Cockburn and
McKenzie [31] conducted a retrospective observational study (from October 1999 to January
2000) of History and Bookmark files retrieved from server backups. They found an average
revisitation rate of 81%. Their analysis also showed that Bookmark use was highly variable.
More recently, Weinreich et al. [148] reported a revisitation rate of 46% during a longer term

study (avg. of 105 days captured, ranging from 52-195 days) in 2004-2005. Revisitation rates
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can give us insight as to how many new pages may need to be classified with a privacy level

in a privacy-enhanced web browser.

Individual differences have not received a great deal of attention in previous web
research. Even in cases where individual user behaviour is distinguishable from one another,
it is typically aggregated in order to develop general user models (as in [51]). However, web
experience, occupation, and technical background can play a role in a user’s behaviour and
can contribute to large differences between users. Issues in the interpretation of study results
can arise when behaviours exhibit large variability, as in [31]. In this study, participants were
recruited from within the academic community, but one person was employed as a
webmaster and had a much higher level of web usage. This participant was marked by the
study researchers as an outlier and findings were reported both with and without his data
where applicable. In other studies (e.g. [1006]), researchers have not identified individuals

which may skew the interpretation of overall patterns of behaviour.

Recent research by Herder and Juvina [68] has examined the impact of individual
differences on participants’ navigational styles. They investigated the impact of several
psychological measures on web browsing activity including spatial ability, episodic memory,
working memory, as well as internet expertise, affective disposition, and locus of control.
They classified participants as either having a flimsy navigation style (i.e., small number of
pages visited, high median view time, high rate of home page visiting) or a laborious
navigation style (i.e., high number of links followed per page, high revisitation rate, high
return rate). High scores on flimsy navigation were associated with low scores on Internet
expertise, current mood, and working memory. High scores on laborious navigation were
associated with high episodic memory scores and low spatial ability scores. The authors plan
to use this information to predict which users may experience disorientation while navigating
and provide adaptive navigation support that is appropriate for the navigation style of the

user.

2.2.1.2 Web Browsing Activity

Task-related information seeking research is particularly relevant to this dissertation
research as it gives insight to the types of web pages that people visit. During a study of
knowledge workers in 2002, Sellen et al. [15] interviewed participants in front of their history

lists and had them describe the web activities they had recently completed. Activities
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consisted of: transactions (5%), communications (4%), housekeeping (5%) and information
seeking (86%) such as fact finding, information gathering, and browsing. A more recent field
study by Kellar et al. in 2005 [87] found that transactions accounted for 47% of the visited
pages, with email being the most common transaction. Information seeking (fact finding,
information gathering) accounted for 32% of visited pages and browsing for 20%. It is hard
to compare results from these two studies directly as Sellen et al. presented their findings
based on the percentage of activities participants recalled conducting and Keller et al.
presented their results based on the percentage of pages participants actually visited. Kellar

et al. also found that the nature of the task impacted the convenience features used [87].

Most of the research categorizing web browsing focuses on actions that people take
and not on the type of content that is being viewed. For example, Byrne et al. [21] conducted
a task analysis of user web behaviour in 1998. Participants were video taped in their offices
as they used the Web over the course of a day. Participants spent the majority of the time on
the Web reading the pages they visited and their most common navigation method was the
use of hyperlinks, followed by the back button. Typically, content is examined through self-
reports of the types of activities (e.g., shopping) participants engage in on the web (as in
[108]). One exception is research by Curry [36] who sampled the URLs viewed by public
library users and classified them by format and by subject. The author found that 39% of
visits were email related. Not all pages received a subject categorization, so content analysis

in terms of relative amount of activity is limited.

There are many content classification schemes in commercial use, such as the Yahoo
Directory [5] which categorizes web pages using fourteen main headings and hundreds of
subcategories. There are also commercial tools (e.g., [6]), both for corporate and parental
use, for filtering out content that is deemed inappropriate. These tools may classify web
pages into categories or use some combination of keywords and URL lists to filter
inappropriate content and sites. However, web content filters suffer from both over
blocking (i.e. blocking sites unnecessarily) and under blocking (i.e. not blocking sites that
should be blocked) [72]. A recent examination by Consumer Reports [34] shows that
although research continues to improve content filtering, commercial systems are often

ineffective.
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2.2.1.3 Multiple Browser Windows

A thorough literature review has revealed little direct study of user behaviour with
multiple browser windows. Advancing knowledge of how users partition their browsing
activities between windows may be particularly useful for the development of web browsing
tools and techniques. For example, users may have different windows open for different
purposes such as a literature search in one window, email in another, news in a third. The
Elastic Windows browser, introduced by Kandogan and Schneiderman in 1997 [83], allowed
users to not only have multiple pages open within a browser window, but also arrange them
in terms of size and location. Commercial browsers (e.g., FireFox) have implemented tabbed

browsers, allowing users to organize multiple open pages within the browser.

Commercial privacy management tools generally assume that sites of varying
sensitivity are never viewed concurrently, allowing either a private mode or a public mode,
but not both. However, experienced users often maintain several open browser windows (or
tabs in the case of tabbed browsers). Aula et al. [12] conducted a survey of 236 experienced
web users regarding their information seeking processes. Participants reported using multiple
windows or tabs often during the search process. Multiple windows can be used as a means
of in-session revisitation of web pages, to help manage the search process (e.g. one window
for the query, and other windows to investigate results, and for multi-tasking [12]. Users may
have multiple search goals [17] and may switch between windows and tasks, particularly
when pages are slow to download [12]. As an example, Jones et al. [80] observed a
participant using multiple web browser windows to represent separate search topics as well

as for searches for the same topic on different databases.

Multi-tasking may also be a result of the simultaneous roles a person is performing
(as suggested by [119]). For example, someone may be conducting a search for information
related to a problem at work and simultaneously be searching for information related to a
family activity or a personal concern. A privacy management system should support
concurrent windows containing content of varying privacy sensitivity. In an examination of
web browsing strategies, using data from direct observation, user surveys, and server logs,
Clark et al. [28] observed multiple browser windows being opened simultaneously. The

authors found that in addition to accessing an informational site as part of coursework, many
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students were also using the Internet for other coursework or research in addition to surfing

the web for non-academic purposes.

2.2.2 Web Browser Convenience Features

Web browser convenience features have been developed to allow users to more
easily revisit content. These features work by storing traces of web pages visited or text
entered. The storage may be explicit, as when a user opts to add a page to their Favorites, or

may be performed automatically, as in the case of History and Auto Complete.

Browser convenience features such as Favorites/Bookmatks and History, which are
designed to assist with re-visitation, are often under utilized [12, 80, 86]. Researchers have
investigated different mechanisms and algorithms for displaying the traces of prior activity
within browser convenience features in an effort to improve their usability (e.g., [145]). For
example, Kaasten and Greenberg [81] have proposed integrating the Back Button, History,
and Bookmarks into one feature. Their solution was a history list ordered temporally, with
duplicates deleted, that provided users with a mechanism for explicitly marking pages they
felt they were likely to revisit. Another project [94] has looked at methods to automatically
organize the History into relevant topics. During a preliminary evaluation of two variations
of this technique, participants reported that the topical organizations of history were more
similar to their mental organizations than Internet Explorer’s (IE) History. The techniques

were faster when used for revisitation.

The quantity of traces saved is one barrier to convenience feature use as it can make
recognizing the desired resource difficult. For example, History displays both irrelevant
pages and those that are important to the user [12]. While Favorites/Bookmarks contain
only those pages that were deemed to be important enough at some point to save explicitly,
they also suffer from clutter and disorganization [12, 18]. Privacy management systems may
be able to help reduce the clutter by allowing more control over what traces are stored.
Furthermore, such systems should be designed so as to not interfere with the primary

purpose of the convenience features (i.e., revisitation).
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2.3 Personal Information Management

In this section relevant work from the Personal Information Management (PIM)
research domain is presented, including a discussion of the relationship of incidental

information privacy to PIM systems and the management styles of PIM users.

2.3.1 Relationship of IIP to PIM Systems

Personal Information Management is a growing research area. A report from the
recent 2005 PIM workshop [79] defines personal information as information kept for
personal use; information about a person that may be kept by and in control of others (e.g.,
health information retained by a doctor); and information experienced by a person, even if
that information remains outside a person’s control (e.g., a library book that has been read
and returned). A personal information space is considered to be all the information under a
person’s control and the tools to manage that information [79]. Most of the traces of
previous activity that appear in web browsers are not considered to be ‘personal information’
as traditionally defined in the PIM community with the exception of cached pages and user
created bookmarks (i.e. visited web pages are explicitly excluded in the first workshop
report) [79]. However, workshop organizers did express that “the personal information
space should probably include the icons that applications like to leave on our computer
desktops and the bookmarks and folders that are automatically created” [79]. This change
was reflected in the definitions used during the 2006 PIM workshop. Whether or not all of
the incidental information studied in this thesis research can be defined as personal

information, much of the research in this field is pertinent.

Incidental information privacy is closely tied to personal information management
systems. Essential PIM activities include storing information, finding and re-finding
information, and maintaining and managing that information (including mappings between
information and need) [79]. To illustrate the tie between incidental information privacy and
PIM systems, we next discuss the personal information management activities that cause

incidental information to be visible within web browser convenience features.

Visited web pages can be considered information items in a personal information
management system (i.e., the web browser). If we want to revisit a specific page, we have an

information need. The mapping between information and need can be largely internal (e.g.,
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our memories) and may have an external representation (e.g., traces appearing in Favorites,
Auto Complete, History), part of which can be observed and manipulated (e.g., choice of
Favorites name). Some mappings are only potential and not explicit (i.e. a search function is
a potential mapping until a specific search is conducted). Incidental information can be
generated both through explicit user action (e.g., when information is saved for the purpose
of re-visitation, when files are created) and by the PIM system itself (e.g., text stored for use
in Auto Complete functions, accessed documents stored for use in the recent documents
list). This information may be displayed later either statically by the system for the purpose
of initiating user interactions (e.g., icons on the desktop, recent documents list) or
dynamically in response to user interactions with applications (e.g., when entering a search
term, Auto Complete shows other recently entered terms). It is this display of information
that causes visual privacy concerns. In addition to the information pertaining to the task at
hand, other information that is incidental to the current task may be displayed. This

information may not be appropriate for viewing in a collaborative situation.

Many systems include advanced features to improve recognition of desired
information for the end user [82]. These features can be a privacy concern as they increase
the visibility of incidental information making it easier for others to see traces of previous
activities with casual inspection. Examples include visualizations, such as thumbnails of web
pages in history files [82], or an expanded and perhaps annotated search result (as in [37]
which includes snippets of text from the retrieved information and additional annotations

such as when the information was last accessed and tags applied to it).

The use of search as a method of re-finding information also introduces privacy
concerns. Search often makes it easier for users to find information as there is no need to
remember precisely how the information was generated or saved. However, search can make
it more difficult for users to know precisely what information will appear (as opposed to
when navigating through a user defined hierarchy). This problem can be exacerbated in PIM
systems that incorporate results across tasks or applications. For example, if email is included
in the searched documents, personal emails about difficulties working with another person
on a project may be inappropriately revealed when searching for information about the
project. One example is Stuff I've Seen [43] which provides a single index for all information

that a person has viewed on their computer, regardless of the information type (e.g., email,



28

URL), and then provides rich contextual cues during the search process including

thumbnails, time, and author.

2.3.2 Personal Information Management Styles

An interesting area of PIM research has been the identification of the different styles
people use when managing their personal information. Whittaker and Sidner [153] described
three styles of email management: no-filers, spring-cleaners, and frequent-filers. No-filers
are those who don’t use sub-folders, keeping most of their email in their inbox. Spring-
cleaners are those who use sub-folders, but who only sporadically file their email (e.g., every
1-3 months). Frequent-filers are those who try to file new email messages into their

subfolders on a daily basis.

Gwizdka [54] also studied email task management strategies. During the experiment,
24 participants completed cognitive tests and answered questions about their work habits
both in general (e.g., neatness of desk) and with respect to email (e.g., when it’s read,
searching habits, etc.). Based on their responses, participants were clustered into two groups:
the Cleaners and the Keepers. The Cleaners tended to read their email at specific times, not
allowing it to interrupt their other tasks. Furthermore, Gwizdka found the Cleaners did not
tend to conduct searches in their email and did not use their email to keep track of events or
as a to-do lists; however, they did send themselves self-reminder email messages for action
when later reading email. The Keepers tended to read email all the time, allowing it to
interrupt their other tasks. Gwizdka found these participants tended to conduct searches of
their email and used their email as event reminders and to-do lists. They therefore did not
need to send themselves self-reminding emails. The only significant differences found
between the two groups were that the Cleaners tended to have less email experience and

scored low on a cognitive test measuring flexibility of closure.

These different personal information management styles may impact the suitability
of visual privacy management approaches for web browsers. It will be important that any
privacy management system be viable not only for those users who are willing to constantly

maintain it, but also for those who will be more sporadic in their efforts.
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2.4 Privacy Management Tools

In addition to understanding incidental information privacy, a key part of this
dissertation research is developing tools for helping people manage their visual privacy
within web browsers. We next present relevant work related to the design and development
of privacy management tools. We first present research from the general field of usable
privacy and security related to tool design. We begin with design principles that other
researchers have offered for tool design. We then discuss privacy management tools,

focusing on those most directly related to visual privacy concerns within web browsers.

2.4.1 Design Principles

Privacy management systems have unique design requirements. Early work by
Bellotti and Sellen [15] attributed many of the problems with privacy in media spaces with
how the technology changes natural feedback and control mechanisms for the release of
information. With the introduction of technology into an environment, it is often unclear
what information is being captured, conveyed to others, and how that information may be
used. The authors propose that systems must be explicitly designed to provide the feedback
and control mechanisms that are lost when not dealing with others on a face to face basis.
Similarly, Lau et al. [90] state that privacy interfaces should make it easy to create, inspect,
modify, and monitor privacy policies and that the policies should be applied proactively to

objects as they are encountered.

De Paula et al. [39] discuss three design principles for enhancing the usability of
systems with a security and privacy component (e.g., peer to peer file sharing on a local
network, web browsers): providing visualization mechanisms, developing event-based
architecture, and integrating configuration of the system with users’ actions during normal
system use. Visualization mechanisms are important as they allow users to see and
understand the consequences of their actions. An event-based architecture affords the
visualization of underlying system activities. The integration of configuration of the system
and actions during normal system use (e.g., not having a separate control panel for
preference setting) brings together users’ expression of their privacy preferences and the
environment in which those preferences are invoked. These principles are intended to create

conditions whereby users can not only recognize privacy and security issues as they arise, but
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also understand the issues well enough to make informed decisions and take appropriate

actions.

Dourish et al. [42] examined the everyday security concerns of twenty participants
through interviews. They found that decisions about security were often a practical problem
to be overcome before a primary task could be accomplished. They conclude that it can be
difficult for users to specify security needs ahead of time as needs are contextualized by the
specifics of the usage situation. This context includes the people, information, activities, and

other aspects such as physical, social, and organizational considerations.

One key problem discussed by De Paula et al. [39] is that the traditional goal of
reducing complexity in interfaces by hiding system complexity can lead to users being
unaware of the privacy and security implications of their actions. Additionally, there is often
a disconnect between configuration of the system and the interface where information is
shared. Web browsers were used as a test-bed to demonstrate how visualizing network
activity could provide users with an understanding of security concerns such as the use of
off-site images to maintain records of visitor activity. A similar approach may be useful to
help people understand the traces of activity that are stored within web browser convenience

features.

Lederer et al. [91] discuss how users should be able to maintain personal privacy
through understanding and action. Understanding is required so that users are aware of
potential privacy violations. Opportunities for action are required so that users can
appropriately manage their privacy when necessary. The authors identified five pitfalls for
designers of systems with personal privacy implications. Four of these pitfalls are applicable
to visual privacy in web browsers: obscuring potential information flow, emphasizing
configuration over action, lacking the option for coarse grained control, and inhibiting
existing practice. The fifth pitfall, obscuring actual information flow, is not an issue as
incidental information is transferred visually so the information flow is apparent. The
authors make the point that unless the first pitfall is avoided (i.e., users can readily determine
the nature and extent of potential information disclosure), users will not be able to fully
understand the privacy implications as a result of system use. For the visual privacy of
information within web browsers, the information which may be disclosed is limited to

recent page visits and data entry in forms. Which traces of prior activity may be disclosed
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depend on the convenience feature settings and any preventative actions a user may take

when they know their display will be viewed.

Lederer et al.’s [91] remaining three pitfalls relate to privacy preserving actions. Users
should not have to extensively configure a system a priori in order to maintain privacy, but
rather should be able to manage privacy within their normal interaction with the system.
Additionally, their normal interaction with the system should not be hampered by the
actions they must take to preserve privacy, nor should their normal mechanisms of
preserving privacy (e.g. taking advantage of plausible deniability) be hampered by the
technology. Furthermore, users should be able to quickly stop the release of information (i.e.
have mechanisms of coarse-grained control) so that they can respond to unanticipated or
quickly changing situations of use. For incidental information within web browsers, beyond
stopping the release of information (i.e. filtering the content appropriately), it is also

important to allow users to easily limit which content is recorded.

2.4.2 Tools for Managing Privacy

The pitfalls that Lederer et al. [91] discuss arose from their evaluation of Faces, a
privacy management tool for specifying privacy preferences in a ubiquitous computing
environment. Faces allowed users to assign preferences for the granularity of the
information disclosed (identity, location, activity, nearby people) by specifying faces (i.e. a
persona they wanted to maintain) for specific inquirers given a specific situation (e.g.
location, activity, time, nearby people). Wildcards were used to specify a face for an
unknown inquirer or when the user’s conditions did not meet a specified situation. The
granularity of the information was specified at one of four levels: undisclosed, vague,
approximate, and precise. For example, a user could specify an “anonymous” face to be used
when an inquirer was not known. Results in an evaluation with five participants found that
the faces that participants specified a priori were often different from their disclosure
preferences given a contextualized scenario. Despite having conducted contextual studies
into the privacy preferences for location disclosure (as discussed in [93]), Lederer et al.’s
solution (which depended on configuration outside the context of use) was not found to be
viable. Participants had difficulty with the indirection the system required (i.e., specifying a

face outside the context of the situation in which it applied).
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Berry et al. [16] presented an approach for managing visual privacy during
presentations. Rather than visual privacy on a single display, they investigated the case where
there was a public view which was projected to an audience and a private view that a
presenter could see. The authors took a role-based approach to enable privacy in shared
views of applications such as Internet Explorer (IE) and to allow protection of objects
within documents. For example, in the public view of an IE window, the Auto Complete
options for URLs could be masked, while the presenter retained full functionality of this

feature in the private view.

Tarasewich et al. [144] developed web browser privacy blinds for use when browsing
is conducted on displays that may be visible to others. Rather than intentional sharing of a
display, they focused on those occasions when a personal display could be viewed in a public
area. Their privacy blinds occlude selected data items (e.g. monetary amounts, email
addresses, user-specified phrases). This approach provides visual privacy of select content
within a web page, but does not protect the privacy of traces of previous activity at the
browser level. As the mask is visible to both the user and viewers of the display (unlike in

[16]), using such a mask would preclude use of the convenience feature for navigation.

COLLABCLIO [90] is a research system developed to support automated electronic
sharing of web browsing histories in a company setting. While this is different than
preserving visual privacy in a co-located setting, the techniques examined are relevant to our
wotrk. COLLABCLIO provides users with a binary classification scheme (public/private)
that allows them to indicate which visited URLs should be shared with others. The users of
this system expressed a wish for finer-grained classification to reflect differing privacy needs

for sub-groups of people.

While there are commercial products that allow the erasure of traces of browsing
activities, those traces are often valuable for future transactions and may decrease
productivity if removed entirely. As an example, WebRoot Software’s Window Washer [4]
allows a user to delete artifacts such as auto completions, histories, and recent documents.
However, with the exception of the ability to save selected cookies, the decision to erase a

class of traces erases all instances indiscriminately.
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2.5 Summary

This chapter has presented related privacy research with respect to prior privacy
theory (section 2.1.1), research investigating privacy concerns for other domains (section
2.1.2), and research developing models of privacy (section 2.1.3). Prior research has found
that privacy concerns are highly individual and contextual. Much of this research gave us
insight into how we may expect users visual privacy concerns to vary depending on the
situations of viewing. Table 1 summarizes several factors of incidental information privacy
that we believe may directly impact a uset’s privacy comfort level in a given viewing situation: 1)
their znberent privacy concerns, 2) their level of control retained, 3) their relationship to the viewer of the

display, and 4) the sensitivity of potentially visible content.

Table 1. Prior literature incorporated into our identification of the primary factors of visual
privacy for the incidental information found within web browsers.

Sensitivity of Level of
Potentially Visible | Relationship to the | Control Inherent Privacy
Content Viewer Retained Concerns
Section 2.1.1 Margulis [99] Goffman [49] Boyle & Phillips [130]
Privacy Theory Phillips [129] Palen & Dourish Greenberg [19]
[119] Westin [150]
Lederer et al.
1]
Section 2.1.2 Ackerman et al. [8] | Cadiz & Gupta [22]
Research Hutchings & Pierce | Greenberg [52]
Investigating [73] Huang & Mynatt
Privacy Concerns Olson et al. [115] [71]
Palen [118] Hutchings & Pierce
[73]

Patil & Kobsa [127]
Lederer et al. [93]
Olson et al. [115]

Section 2.1.3 Adams [11] Adams [11] Malhotra et al. Malhotra et al. [98]
Privacy Models Malhotra et al. [98] [98] P&AB [116]
Sheehan [137] Sheehan [137] Patil & Kobsa [127]
Spiekermann et al. Shechan [137]
[139] Spiekermann et al.
[139]

The concepts of sensitivity of potentially visible content, relationship to the viewer,
and inherent privacy concerns are likely similar between incidental information privacy and
other privacy domains. However, while prior research has investigated the level of control
retained over the transmission, use, or retention of data, there is no similar component of

visual privacy. People may, however, attempt to control which information becomes visible
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during collaboration. Therefore, when we refer to level of control in this research, it is with

respect to control over input devices such as the keyboard and mouse.

None of the prior literature emphasized all of these privacy factors, but we
hypothesize that all of them may be pertinent to privacy concerns during the viewing of
incidental information. While prior research lends insight into the factors that we may expect
to impact privacy concerns, given the highly contextual nature of privacy, it is unclear exactly
how privacy concerns for the visual privacy of incidental information may vary from privacy
concerns identified in other domains such as on-line privacy or electronic information
sharing. Within each privacy domain that has been investigated there is a specific set of
situations that generate information and a specific set of circumstances under which
information is viewed or received. Furthermore, within each privacy domain, the specific
nature of the visible information, the viewer relationships, the amount of control over the
information, and the impact of privacy violations may vary. For example, a common concept
is that individuals have inherent privacy concerns, but privacy segmentation models
developed in one domain (e.g., the Westin-Harris privacy segmentation model [116] ) have
not been found to generalize well across domains. It was clear that study of users’ specific
privacy concerns within the domain of visual privacy within web browsers was required

before we could begin to develop privacy management systems.

Furthermore, it is important to consider privacy management within the context of
the primary task of users, browsing the web. The related work presented from the areas of
web browsing behaviour and personal information management gave us some perspective as
to the issues that must be considered when managing privacy in the web browser. In a web
browser, the specific content that may be visible depends upon recent browsing activity, browser
settings, and any preventative actions taken. Additionally, the context (i.e. location, device) of the
browsing activities and viewing opportunities may impact web browsing behaviours and

privacy concerns.

Our exploratory research, presented next in Chapter 3, was designed to give us an
understanding of the specific visual privacy issues within web browsers and the web

browsing behaviours which will constrain the design space of potential solutions.
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Chapter 3
Exploratory Studies

In this chapter, we present the methodologies used for our exploratory research
investigating the visual privacy of incidental information. All research methodologies have
inherent flaws and benefits in terms of the ability to generalize results, measure behaviours
and attitudes precisely, control confounding factors, and conduct the research within a
realistic context [103]. This chapter begins with a discussion of the research methodologies
suitable for studying privacy issues and web browsing behaviours. We then present our
chosen mixed methodology approach of a survey and two field studies, giving details of our
participants, procedures, data collection, and analysis techniques. A reflection on the

suitability of our methodological choices is given in Chapter 9.

3.1 Research Methodologies for Studying Privacy

Privacy is a challenging area to study as privacy concerns vary on an individual basis
and can be difficult to invoke in a controlled environment. Recently. workshops such as the
Privacy and HCI: Methodologies for Studying Privacy Issues workshop at CHI 2006 and
the Security User Studies workshop at SOUPS 2006 have focused on these challenges. We

next discuss the suitability of various research methodologies for studying privacy.

3.1.1 Surveys

Survey research is popular as surveys are relatively easy to develop, administer, and
analyze. While a carefully sampled survey may increase ability to generalize results, a survey is
limited to measurement of self-reported attitudes and behaviours. This can be particularly
troublesome with the sensitive nature of privacy research as the attitudes and behaviours
reported by participants may be skewed due to participants’ tendency to give socially
desirable responses [103]. Attitudes may also be impacted by situational and cultural
relativities [29]; for example, recent events (e.g., a privacy violation) can temporarily heighten

sensitivity.

There is often a difference between responses on attitudinal surveys and the actual

privacy preserving behaviours observed [10]. Attitudinal surveys may measure an ideal
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privacy standard; however, in practice privacy issues are not as straight forward. Users must
weigh the costs and risks of releasing information with the potential benefits (e.g.,
personalized interactions). It is important to determine under which contexts idealized
privacy concerns may be altered. Surveys may be best suited to evaluate attitudes (e.g.,
privacy concerns) and can be used as a baseline with which to compare actual behaviour

[77].

3.1.2 Laboratory Studies

Laboratory studies allow researchers to observe privacy practices in action in a
controlled fashion; however, it is difficult to provide a sufficiently realistic experimental
setup that will compel participants to engage in normal behaviours. This is particularly
challenging in privacy and security research due to the highly personal nature of the data at
stake. It can be difficult to motivate participants to make the effort and take the same actions
with study data as they would normally take if the data was their own [128, 152]. For
instance, three participants in a study of privacy preferences for an awareness application
indicated that they set preferences at the team level instead of the group level because it
would allow them to finish the study more quickly [128]. Similatly, in a study of the cues that
participants view to evaluate the security of a web site, real participant data (e.g., credit card
numbers) could not be used and participants had difficulty treating the dummy credit card

number with the same care as their own [152].

3.1.3 Field Studies

Field research theoretically allows the study of actual behaviours in a realistic
environment. However, the act of observing or recording participants’ personal interactions
may cause them to alter those behaviours. For example, behaviours deemed to be socially
inappropriate may be avoided during the period of the study. This is particularly challenging
when studying privacy as those behaviours that invoke privacy concerns may be the
behaviours participants are most likely to avoid. As well, participants may be unwilling to
have logging software installed that may record personal interactions, particularly if that
software logs data across applications (e.g., a keystroke logger may capture passwords).
Observational studies with researchers in the field may be well suited to capture high-level

information (e.g., task) over short periods of time; however, logged data is necessary to
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capture finer-grained details (e.g., speed, frequency, and actions) throughout participants’

interactions with technology.

3.2 Studying Web Browsing Behaviour

The study of user behaviour on the Web is also complex and well suited to study in a
tield environment. Behaviours can be influenced by a number of factors, such as task [87],
motivation [96], and individual differences [148] such as domain expertise [70]. Web
behavioural studies in a field setting can often provide a more realistic picture of behaviours
than can be evoked in a controlled laboratory setting, as the tasks are more likely to be
motivated by the users themselves. Furthermore, in the field, participants have access to

their usual web tools, browsers, and physical environments.

One common method of studying user behaviour in a field environment is through
the collection of logged data. This method can be unobtrusive to the user and provides
researchers with details of the user’s actions. However, logged data by itself does not provide
a full understanding of users’ activities, goals, attitudes, and processes. Contextual
information plays an important role in how we understand and interpret people’s everyday
behaviour. Information that provides additional details about people, such as their location
or task, can help us better understand and interpret their actions. In a web environment,
contextual information can be used to determine the activity in which a user is engaging,
their motivations for engaging in that activity, as well as perceptions about the current tool

ot the information being viewed.

It can be difficult to capture natural web browsing behaviour that is also rich in detail
without altering the browsing environment of the participant. The browsing environment
includes many factors such as the uset’s physical location and their usual browser application
including all normal settings and features (e.g., user-installed toolbars). There are some
logging tools (e.g., browser helper objects), which can work within the participants’ normal
browsing environment and log data unobtrusively; however, these tools can only record
limited types of data (i.e., interactions at the web document level). In order to record richer
interactions with the web browser itself, a custom web browser must be used (unless

researchers have access to the source code of a commercial browser). Developing a custom
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web browser that fully mimics the appearance and functionality of participants’ commercial

browser applications is challenging.

It is important during studies of natural browsing behaviours that we record specific
aspects of context that may be influencing behaviours at the time, and capture those
behaviours across all normal usage contexts. Web usage can vary across different locations
(e.g., home, work) and devices (laptop, desktop). Additionally, different web browsers or
web browser settings may be used in these environments and browsing may be conducted
for different purposes (e.g., personal, work-related). Chapter 6 will present results which

support these claims.

There are tradeoffs between the ability to capture rich data about browsing activities
across all contexts of use, the ability to maintain the participants’ normal web browsing
environment, and the implementation costs inherent to each data collection methodology
(see [67] for a discussion of the costs and benefits of various logging methods). These
tradeoffs were carefully examined for each of our field studies. Sections 3.5.3 and 3.6.2

describe the requirements that shaped our choice of logging method.

3.3 Mixed Methodology Approach

We chose to employ a mixed methodology approach of a survey and two field
studies to reduce the bias inherent within each approach and to allow triangulation of our
results. Our survey was designed to examine privacy concerns related to the incidental
viewing of web browsing traces. As the survey can only represent users’ self-reported
perceptions of their concerns, it was important to build a more complete picture by
integrating the results from the survey with results grounded in actual behaviours, as
revealed through the field studies. For example, the survey allowed us to present scenatios of
web browsing activity and to examine participants’ stated privacy comfort levels for varying
levels of control and relationships to viewers. In the survey, the potentially visible content
presented was limited to scenarios sampled from the breadth of privacy sensitivities (e.g., a
scenario of web browsing for information about genital shingles was selected to represent
browsing that is very sensitive in nature). In contrast, the field studies allowed us to examine
how participants felt in terms of privacy about specific instances of visible content (the web

pages they had visited that day) and to examine patterns in the application of privacy levels
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to that content. We next present the methodologies employed in the survey and two field
studies in more detail, including the participants, the procedures, and the types of data

collected.

3.4 Study 1 — Incidental Information Privacy (IIP) Survey

The contextual nature of privacy is well established in the literature (as presented in
section 2.1). However, as there is little prior work directly addressing visual privacy concerns,
it was unclear exactly which usage contexts would have an impact on visual privacy concerns
in web browsers, and the extent and interrelationship of the contextual factors. The IIP
survey was designed to explore several factors of incidental information privacy that arise
when web browsers are used during co-located collaboration or are used by multiple people
without separate logins. The three main objectives of the survey were to 1) determine the
scope of the problem, 2) gain an understanding of the type of web browsing activities that
are conducted and the physical context of those activities, and 3) measure privacy comfort

levels for different contexts of browsing. This survey was available on-line from June 2004

to March 2005.

One limitation of survey research is that participants must reflect upon their attitudes
and experiences while not in the context of those experiences. However, in the incidental
information domain, current privacy management is largely a matter of speculation: What
traces of my past activities will be visible on my monitor? Who will be able to view it?
Should I clear my history files? Additionally, people have to speculate about how others
would regard these traces of activity that they have conducted in the past. In this regard, a
survey was a good choice to explore attitudes and get self-reported data about typical web

browsing behaviour and current privacy management practices.

Depending on the privacy domain under study, there can be a huge volume of
information items to be considered and many contexts in which the information may be
viewed. We elected to use general cases in our survey (e.g., viewer categories such as ‘close
friend’) so as not to burden participants with too many questions, but there is also a need to
look at specific instances in order to increase the realism of the scenario. Some researchers
(e.g., Olson et al. [115]) have had participants instantiate an attribute (e.g., give the name of a

close friend and use that in the questions). However, even an instantiated attribute may not
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reflect the spectrum of possible situations. For instance, a participant may consider several
people to be close friends, but may not share information with them all equally. Even for a

specific person, privacy concerns may fluctuate (e.g., after a disagreement).

The survey was designed with the advice of Maryanne Fisher, a psychology
researcher with experience teaching research methodology and statistics. Care was taken
when crafting the survey questions to reduce biasing the responses through the use of
suggested question formats as presented in survey design literature (e.g., [41, 47]). The survey
was refined through several iterations of pilot testing and critiques by researchers in the
DVRG, EDGE, and WIFL research groups at Dalhousie University, as well as a fourth year
class of Human-Computer Interaction students. Approximately 65 people gave feedback on

the survey before the study began. Appendix B contains the final version of the survey.

3.4.1 Participants

Participants (155, 57% male) were recruited from businesses, the university
community, and the public through email lists and hand-distribution of notices. As
participants were not randomly sampled from the Canadian population of web users, survey
participants may not be representative of all web users. Our study population is
characterized by a high level of education (median Bachelor’s degree) and computer
experience (avg. 12 years, 2-35). Most participants were frequent computer users (median 29-
35 hours per week) and web users (median 15-21 hours per week). Participants were diverse
with respect to age (avg. 31.5, 17-59). A 2005 Statistics Canada report [142] indicates that
higher percentages of individuals in younger age groups are internet users (e.g., 88.9% of
those aged 18-34 are web users, contrasted with 75.0% of those aged 35-54, 53.8% of those
aged 55-64, and 23.8% of those aged 65 years and over) and higher percentages of
individuals at higher levels of education are internet users (e.g., 89.4% of those with a
university degree are web users, contrasted with 72.0% with a high school or college degree,
and 31.2% of those with less than a high school degree). Our study participants may

therefore be similar to the general web user population.

While occupations ranged from homemakers to professionals, students were over-
represented at 42.6% of the participants. It is unclear whether this over-representation will

affect the generalizability of our results. Prior research by Metzger et al. [105] investigating
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college web use has found that Internet usage, ability to access the Internet, and familiarity
with Internet information were not significantly different between students and non-students
despite differences in age, years of education, and income. Furthermore, Flanagin and
Metzer [40] investigated the perceived credibility of web-based information and contrasted
results by their two sub-groups of participants (those randomly sampled from registered
voters in the United States, students in an undergraduate communications course); few

differences were found in results between the sub-groups.

3.4.2 Procedure

The on-line survey took about 20 minutes to complete and participants received no
compensation. Access was controlled through unique personal identification numbers which
were distributed to participants with an inf