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Abstract  
 
Attending to multiple speakers in a video teleconferencing setting is a complex task. From a 

visual point of view, multiple speakers can occur at different locations and present radically 

different appearances. From an audio point of view, multiple speakers may be speaking at the 

same time, and background noise may make it difficult to localize sound sources without some a 

priori estimate of the sound source locations.   

This paper presents a novel sensor and corresponding sensing algorithms to address the task 

of attending, simultaneously, to multiple speakers for video teleconferencing. A panoramic 

visual sensor is used to capture a 360o view of the speakers in the environment and from this 

view potential speakers are identified via a color histogram approach. A directional audio system 

based on beamforming is then used to confirm potential speakers and attend to them. 

Experimental evaluation of the sensor and its algorithms are presented including sample 

performance of the entire system in a teleconferencing setting. 
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1. Introduction 
 
With the advent of the “Global Village”, teleconferencing has found a wide range of commercial 

applications:  From facilitating business meetings to aiding in remote medical diagnoses, 

teleconferencing is used by corporate, educational, medical, government and military 

organizations.  Teleconferencing enables new operational efficiencies resulting in reduced travel 

costs, faster business decision making, increased productivity, reduced time to market, and 

remote classroom environments (Davis, 1999).  

Various commercial teleconferencing systems exist, although most have been developed 

for use by two static participants (one at each end of the connection).  For example, Microsoft's 

NetMeetingTM (Freed, 2000) allows for continuous video and speech transmission, document and 

“white-board” sharing by the two participants. Systems intended for multiple speakers have also 

been developed, however, they typically focus on a single speaker at a time and provide limited, 

if any, automatic speaker tracking.  Development of more general teleconferencing systems, 

systems that can localize multiple parallel speakers, is hampered by the technology used to 

acquire the visual scene and the complexities involved in attending to multiple speakers in the 

audio domain. The majority of existing teleconferencing systems utilize conventional cameras, 

thereby providing a limited number of static or manually tracked views. As a consequence, in a 

multiple speaker setting, either the speaker must move into the camera’s view or a camera 

operator must be used to manually locate, track and choose between speakers. This is 

inconvenient for the participants and has deterred many from using such systems. In addition to 

the cost overhead, the presence of camera equipment and/or an operator during a 

teleconferencing session can interfere with the group dynamics (Yong et al, 2001). Vision-based 

systems capable of detecting and tracking human faces exist, however, they also employ 
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conventional camera lenses, which capture only a narrow field of view.  The limited field of 

view can be overcome by employing multiple cameras (see Wang, et al., 2000) however, in 

addition to the extra equipment introduced in the room and the associated overhead, the multiple 

camera system must be accurately calibrated to ensure a correct correspondence between the 

individual cameras. 

Teleconferencing systems must be able to capture and transfer audio (e.g. the speaker's 

voice) as well as the video signal. In order to capture the speech of multiple participants, popular 

methods include; having each participant wear their own “tie-clip” microphone and having a 

human operator determine which microphone to monitor and having speakers physically move to 

a location where they can speak into a shared microphone. Although automatic sound 

localization systems exist, most rely on extensive microphone arrays (e.g., Brandstein et al., 

1995; Griebel et al., 2001; Rabinkin, 1994; Zotkin et al., 2000) that require expensive specialized 

equipment, are computationally intensive and are typically, non-portable.  

Systems have been developed to deal with multiple speakers in an autonomous manner. 

For example, the PictureTel 900TM teleconferencing system manufactured by Polycom employs a 

microphone array capable of localizing a speaker over a 360o field of view.  Once the speaker 

has been localized in the audio domain, a computer controlled pan-tilt-zoom camera is steered to 

fixate on the audio source.  Although this is definitely an improvement over the traditional 

manually operated camera systems, moving the pan-tilt-zoom camera so that it is focused on the 

speaker is time consuming and therefore, may interfere with the meeting.  Moreover, in order for 

the sound localization system to be most effective, it must be positioned as close as possible to 

the speaker.  Finally, although the PictureTel 900 system is capable of attending to a single audio 

source, it is incapable of capturing the speech and video of multiple participants simultaneously.   
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An automatic videoconferencing system utilizing sound localization with a set of microphone 

arrays, and video based face tracking and pose estimation has been developed by Wang et al. 

(2000).  Although this system is capable of tracking multiple speakers in the visual domain, it 

employs four 4-element microphone arrays and multiple - one per potential speaker - pan-tilt-

zoom cameras leading to potentially complex calibration requirements and a significant 

investment in hardware. Furthermore, the system is has a limited visual field of view, and can 

only attend to audio events and events within the current field of view of its various cameras. 

Because a single standard video camera needs to be fixated on the speaker, it is not an 

effective sensor for the multi-speaker teleconferencing task. In order to address this issue, a 

novel hardware device was constructed to provide the raw sensor data. Figure 1 illustrates the 

hardware components comprising the “Eyes 'n Ears” sensor.  The sensor consists of a 

Cyclovision Paracamera omnidirectional video system (Baker and Nayar, 1999) coupled with a 

four element microphone array.  The sensor is compact, lightweight, portable and is meant to be 

placed in the center of a table with the participants of the teleconference session seated around it.  

Cyclovision's Paracamera omnidirectional camera system consists of a high precision 

paraboloidal mirror and a specially designed lens.  The optics assembly permits the Paracamera 

to capture a 360o hemispherical view of all potential speakers from a single viewpoint.  Once the 

hemispherical view has been obtained, it may be easily un-warped (Peri and Nayar, 1997) 

producing a panoramic view. From this panoramic view, perspective views corresponding to 

different portions of the scene can be easily extracted (see Figure 2).   

The ability of the Paracamera to capture an image of the entire hemisphere makes it very 

attractive for a number of different applications.   For example, in Stiefelhagen et al. (1999) and 

Yong et al. (2001) an omnidirectional camera is used to capture the simultaneous video of each 
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participant in a small group meeting.  Omnidirectional devices have also been used in many 

other vision based applications, including surveillance (Boult et al., 2001, Gutchess et al., 2000), 

autonomous robot navigation (Zheng and Tsuji, 1992), virtual reality (Yasushi, 1999), 

telepresence (Yasushi, 1999), remote view from a Dolphin (Boult, 2000) and pipe inspection 

(Basu and Southwell, 1995).  Omni-directional cameras have also been used in a vision based 

navigation system which allows a robot to determine its own position and orientation (Fiala and 

Basu 2002) and an array of omnidirectional cameras has been used for the real-time tracking of 

human movements and faces (Huang and Trivedi, 2001).  

In the Eyes ‘n Ears sensor, the Paracamera is used to identify potential speakers in the 

environment.  Using a statistical color model, the video system locates regions of human skin 

present within the Paracamera's view. These skin regions correspond to faces, arms and other 

exposed skin regions, as well as other skin-colored distracters in the image.  Regions of skin in 

the camera image are then grouped together to form a cluster. Each cluster of skin regions is 

assumed to correspond to one particular person.  Under the assumption that the face of a person 

in the Paracamera image is further away from the center of the image relative to the other skin 

regions, the locations within the camera image of potential speakers are identified.  Once each 

face has been found, an estimate of its direction in the real world relative to the Paracamera is 

computed and provided to the audio system as the direction to a potential sound source (e.g. 

voice of a speaking person).   

The audio system consists of four omnidirectional microphones ( m1, m2, m3 and 4m ), 

mounted in a static pyramidal shape about the base of the Paracamera, which provide an 

economical and portable acoustic array capable of localizing a sound source in 3-space 

(Guentchev, 1997).  Given the initial estimate of the direction to each speaker's face in the real 
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world as identified by the visual system, using beamforming (Johnson and Dudgeon, 1993) and 

sound detection techniques, the audio system detects and validates each speaker and focuses on 

the speech of each individual thus reducing unwanted noise and sounds propagating from other 

directions.  Sections 2 and 3 provide details of the vision and audio subsystems respectively. 

Section 4 describes the system in operation and presents experimental results of the two 

subsystems. Section 5 discusses the approach and presents potential directions for future 

research. 

2. Vision System 
 
Skin color is often proposed as an economical and efficient cue to face detection.  Color is one of 

the simplest attributes in a set of pixels comprising the image (see Jones and Rehg, 1998). Color 

does not require extensive computational processing to compute, the color of an object may be 

used as an identifying feature that is local to the object and color is largely independent of the 

view and resolution. In general, color is invariant to partial occlusion, rotation in depth, scale and 

resolution changes (Raja et al., 1998).  Furthermore, there are fast and simple color based human 

detection and tracking systems available (see Chai and Ngan, 1999; Hans et al., 1999; Howell 

and Buxton 2000; Herpers et al., 1999; Jones and Rehg, 1998; Phung et al., 2002; Srisuk and 

Kurutach, 2002; Stiefelhagen et al., 2002; Terrilion and Akamatsu, 1998;). 

A major difficulty in using color information as a cue is the lack of color constancy 

(Forsyth, 1990);  changes in lighting conditions can lead to variations in the colors of an image 

(e.g. the color of an object in an image may change under different lighting conditions even 

when the object itself does not change). The lack of color constancy is most apparent in the RGB 

(red, green, blue) color space where intensity is distributed equally to all three color channels 

(Raja et al., 1998). In order to reduce these effects, in this work, color is represented in the HSV 
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(hue, saturation, value) color space. Furthermore, skin color of different people varies primarily 

in intensity (Stiefelhagen et al., 2002). Therefore, if value is ignored, the skin color of people, 

regardless of race, forms a tight cluster in HS (hue-saturation) space (Crowley and Beard, 1997; 

Raja et al, 1998).  

Color histograms (Swain and Ballard, 1991) have been found to be an effective 

mechanism for representing colored objects in an image. A color histogram is a representation of 

the distribution of the discrete colors available in an image, i.e. for each possible color a pixel of 

an image may take on, the color histogram provides a count of the number of pixels in the image 

(or in an image region) with that corresponding value.  Color histograms are invariant to 

translation, rotation about an axis perpendicular to the image and change only slightly with 

rotations about other axis, occlusion and change of distance to the object.  Furthermore, the color 

histogram of different objects can differ extensively (Swain and Ballard, 1991).  Color 

histograms have proven to be effective representations of two and three dimensional objects and 

have been used in a wide variety of computer vision applications, including image matching and 

retrieval (Mehtre et al., 1995, Swain and Ballard, 1991), human tracking (Lu and Tan, 2001) and 

skin detection (Jones and Rehg, 1998).   

Color histogram models for skin and non-skin color classes for traditional cameras have 

been constructed previously and are freely available (e.g., Jones and Rehg, 1998).  These models 

are constructed using data from images obtained with normal cameras.  However, the non-

standard lens and curved mirror assembly of the Paracamera was found to distort the colors of 

skin tones and thus the Jones and Rehg model was found to be unsuitable for the Paracamera 

sensor. Instead, two-dimensional hue-saturation model histograms for both skin and non-skin 

color classes were constructed by manually classifying portions of images obtained with the 



Audio-visual localization of speakers in a video teleconferencing setting 

8 

Paracamera. Value was ignored, while hue and saturation values were discretized to 32 and eight 

discrete values respectively (e.g. each color histogram contains a total of 32 * 8 = 256 possible 

HS (hue-saturation) pairs).  

To construct color histograms for skin and non-skin regions, a total of 154,310 skin 

pixels were obtained from 35 subjects of various racial groups to ensure a wide variety of skin 

colors.  For each subject, samples of their hands, face (and in several cases legs) were obtained 

over multiple images.  The subjects were asked to change both their pose and their distance 

relative to the Paracamera to ensure samples in different lighting and orientation conditions were 

obtained. A total of 307,546 non-skin pixel samples were obtained by sampling portions of 

Paracamera images that did not contain human skin.  Once again, the samples were obtained in 

different locations and under a variety of lighting conditions.  Figure 3 provides a graphical 

illustration of the resulting histogram distributions for (a) the skin color and (b) non-skin color 

models.  

Given the skin and non-skin histograms, the probability that a particular hue and 

saturation pair (referred to as HS) belongs to either the skin P(HS | skin) or non-skin 

P(HS |¬skin) classes was estimated (see Jones and Rehg, 1988) as 

 

sT
HSskinskinHSP ][)|( = , P(HS |¬skin) =

nonskin[HS]
Tns

 

 
where skin[HS] and nonskin[HS] are the counts in bin HS of the skin and non-skin histograms 

respectively. Ts  is the total number of pixels contained in the skin histogram while Tns is the total 

number of pixels contained in the non-skin histogram. 

When skin[HS] is greater than a predefined threshold valueδ , the probability 
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P(skin | HS), that a pixel in the hue-saturation color space is skin color is determined using 

Bayes rule, otherwise, P(skin | HS) is set to zero 

 

P(skin | HS) =
0 if skin[HS] < δ

P(HS | skin)P(skin)
P(HS | skin)P(skin) + P(HS |¬skin)P(¬skin)

otherwise

 
 
 

  
 

 

where P(skin) =
Ts

Ts + Tns

 and P(¬skin) =
Tns

Tns + Ts

 are the probability of a pixel belonging to the 

skin and non-skin color classes respectively.  Once the probability that 

a particular HS pixel value corresponds to skin has been calculated, the pixel is classified as skin 

if P(skin | HS) ≥ ∆ , where ∆  is a pre-defined threshold 

In order to enhance the efficacy of the color histogram skin detection process a number of 

pre- and post-filtering stages are applied.  These are: 

i) Prior to applying the color histogram skin detection process, an image differencing process is 

used to remove static (background) image locations from further processing. A time-

averaged background image is computed and portions of the image that do not differ 

significantly from this background are ignored. 

ii) Once individual pixels have been labeled as skin pixels, these pixels are combined into skin 

regions. Holes or concavities that may be present in these skin regions are reduced by 

applying dilation and erosion operations. 

Following the dilation and erosion operations, a unique identifier is assigned to each region or 

connected component. Components smaller than a predefined threshold are ignored.  

Components in close proximity are grouped together, to form a cluster.  The component in each 

cluster furthest from the center of the Paracamera image is identified as a potential face. Figure 4 
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shows (a) a sample image of users in a teleconferencing setting, and (b) the identified skin 

regions (yellow) and potential faces (red crosses). 

Given the centre (x,y) of a face or skin region as identified by the visual system, the 

direction to (x,y) is computed in world co-ordinates. Since the focus of the paraboloidal mirror 

is also its centre of projection, it is straightforward to convert camera pixel locations to 3D 

direction vectors (Gutchess et al., 2000). Once potential speaker directions have been 

determined, each direction is probed by the audio system to determine if the speaker direction 

has a corresponding signal in the audio domain. 

3.  Audio System 

The audio system is responsible for confirming the presence of speakers in the directions 

estimated by the video system.  Since the participants of a teleconference session will generally 

be speaking, speaker confirmation is achieved by detecting the presence of a sound source within 

a small set of directions centered on the direction obtained by the video system.  

Due to various acoustical factors including reverberation, a propagating speech signal 

may be degraded or altered extensively before reaching a microphone.  Furthermore, this 

degradation increases as the distance between the sound source and the microphone becomes 

greater (Renomeron, 1997).  As a result, the information captured by a microphone and 

transferred to the other parties may be incomplete and may lead to confusion amongst the 

participants. This has made teleconferencing a poor substitute for person-to-person contact 

(Zotkin et al, 2000).  To reduce this problem the microphone should be positioned close to the 

person speaking ensuring the Signal-to-Noise Ratio (SNR) of the captured speech is very large 

(e.g. the power of any captured noise is negligible relative to the power of the speech signal) (de 

Mori 1998).  Unfortunately, this is not always practical, especially in large rooms where the 
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distance between the participants and the microphone is large and when participants at different 

locations in the room need to speak and be heard.  Traditional methods to overcome this problem 

involve providing each participant with their own microphone.  However, an operator is then 

needed to determine who is speaking and turn on the speaker's microphone while turning all 

other microphones off (Rabinkin, 1994).  The task of determining who is speaking and turning 

off all other microphones may be performed using speaker detection software (e.g. the signal of 

each microphone containing the greatest energy may be used to indicate the speaker).  Such an 

approach is limited by the number of audio input channels available and since the microphone of 

each participant requires its own input channel such an approach is certainly not scalable.  

Alternatively, a directional microphone can be focused in the direction of the person speaking.  

However, directional microphones are rather bulky, are limited to a fixed beam pattern and 

therefore do not allow for the tracking of multiple speakers (Wilson, et al., 2001).   

There are many situations in which a physical signal present in our environment is 

monitored by some appropriate sensor, providing us with information about the surroundings. To 

increase the effectiveness of the sensor apparatus, rather than relying on a single sensor, an array 

of sensors may be used instead.  A sensor array is a set of sensors placed at different locations to 

spatially sample a propagating wave-field (e.g., sample a wave-field emanating from a particular 

direction), which may be electromagnetic, acoustic, seismic, etc. (Johnson and Dudgeon, 1993). 

Using the array allows a speech signal to be captured from any location in the room while greatly 

attenuating background noise, reverberation and sounds from other sound sources. Most 

importantly, however, it allows for the automatic speech acquisition with minimal noise and 

detection and the tracking of multiple active speakers regardless of their position in the room (de 

Mori, 1998), thus alleviating the participants the need to wear and carry their own microphone. 
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Although various methods of beamforming have been developed, the simplest and 

perhaps most common is referred to as delay and sum beamforming (Johnson and Dudgeon, 

1993).   Consider a sound source located at some position xs in three dimensional space.  

Furthermore, consider an array of M microphones (each microphone is denoted by mi  for 

Mi ...1= ) where each microphone is at a unique position xi and each is in the path of the 

propagating waves emitted by the sound source.  In general, the time taken for the propagating 

sound wave to reach each microphone will differ and the signals received by each of the 

microphones will not have the same phase.  

The differences in the time of arrival of the propagating wave at the sensors depend on 

the direction from which the wave arrives, the positions of the sensors relative to one another, 

and the speed of sound vsound . Beamforming takes advantage of these time differences between 

the time of arrival of a sound at each sensor (Rabinkin, 1994), and allows the array signals to be 

aligned after applying suitable delays to steer the array to a particular sound source direction of 

arrival.  Beamforming consists of applying a delay ∆ i  and amplitude weighting wi to the signal 

received by each sensor si(t)  and then summing the resulting signals  

z(t) = wisi(t − ∆ i)
i= 0

M −1

∑  

 
where z(t) is the beamformed signal at time t and M is the number of sensors (Johnson and 

Dudgeon, 1993). 

Since the output of the beamformer will be maximized when it is steered in the direction 

of the source, the beamformer may also be used to determine the direction to a sound source(s).  

This may be accomplished by focusing the beamformer to every possible direction and recording 

the direction corresponding to the strongest beamformer output.  The direction with the 
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maximum output corresponds to the location of a propagating source. Unfortunately, such an 

approach is not feasible in general.  It will take far too much time and processing effort to 

actually focus the beamformer to every possible direction.  However, when the number of 

potential sound source directions is restricted in some manner, beamforming is an effective 

method of audio detection.  Essentially, this is the purpose of the video system.  For this 

application the speech of the participants is the signal of interest.  By locating the face of 

potential speakers present in the Paracamera's view, the video system reduces the number of 

potential sound sources from many thousands to a very small number (e.g. under 10), making the 

audio system's task tractable.   

In voice recognition and detection applications, the signals of interest fall within a small 

frequency region.  Although humans are capable of perceiving sounds from 20-20000Hz (Adler, 

1996), most speech falls within the frequency range of 200-4000Hz (Hioki, 1990).  By filtering 

the signal received at each of the microphones, energy in frequencies that do not lie in the region 

of interest can be attenuated.  This reduces noise present in the original signal and leads to more 

accurate sound detection. Filtering is accomplished entirely in software using a band pass digital 

FIR filter.  

If the direction of propagation between the sound source and each microphone of the 

array are assumed to be the same (far-field assumption), then to focus the array in some direction 

β , the delays ∆ i  are computed as:  

sound

i
i v

x•
−=∆

β
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where β  is the unit vector denoting the direction of propagation  relative to the array's origin, xi  

is the vector from the array reference point towards the i’th microphone and the speed of sound 

vsound  is assumed to be constant at 345m/s. 

Geometrically, the time delay is determined by projecting xi , onto the unit vector β .  

The length of this projection gives the difference in distance the sound must travel to reach the 

array reference and the i’th microphone. Dividing this distance by the speed of sound vsound , 

gives the associated time delay. 

When the delays have been determined correctly (e.g. to accurately match the source 

location relative to the array) and applied to each microphone signal, the resulting microphone 

signals will be in phase.  As a result, when the signals are summed together to form the 

beamformed signal, they will reinforce each other causing the energy of the beamformed signal 

to reach a maximum (see Figure 5). Delays that do not correspond to a true sound source 

direction (e.g. the beamformer is incorrectly steered to some other direction), will cause a 

reduction in the energy level of the beamformed signal.   

3.1 Implementation Details 
 
The delay derivation described above assumes a continuous time signal and a delay of any 

arbitrary time.  In reality however, this luxury does not exist!  The signal obtained by each of the 

microphones is actually a sampled version of the original propagating signal and therefore, only 

integer delays may be achieved easily.  As a result, the beamformer may not be able to focus 

directly to locations corresponding to non-integer delays.  For this work, the delays are 

calculated as described above, assuming a continuous time signal. After computing the 

continuous time delay, the discrete time delay ∆ idiscrete
 is obtained by rounding the continuous time 
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delay to the nearest integer. Once the discrete delays have been calculated, the beamformed 

signal sbeamform  can be constructed as 

∑
=

∆++∆++∆++∆+=
N

j
beamform discretediscretediscretediscrete

jsjsjsjss
0

44332211 ][][][][  

where N = 2048 is the size of the sample window. 

Two measures are used to determine if the beamformed signal corresponds to a speaker, 

the signal variance and signal difference.  

Signal Variance Criterion:  The variance of the beamformed signal must be substantially 

higher than that of the background noise.   Generally, the signal variation associated with a signal 

emanating from sound sources such as speech, music and impulsive sounds, is greater than the 

variance of background noise.  Following the approach of Guentchev (1997), the variance is 

computed based on k = 32 sample sub-windows. The variance of each sub-window is computed 

and finally, the variance for the entire window is estimated by the mean variance of the 52 sub-

windows.  
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During system calibration, the variance of the background noise is computed, and this is used to 

establish a threshold value (Vthresh ) for the background noise. A potential speaker is only 

confirmed when the variance of the beamformed signal Vsignal is greater than Vthresh .  

 
Signal Difference Criterion:  The difference in magnitude levels between the “correctly 

steered” beamformed signal and an “incorrectly steered” beamformed signal that is obtained by 

averaging the signal of each microphone with zero delay must exceed a threshold.  An average 
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signal savg  is computed by summing the signals received by each of the microphones without 

introducing any delay. The energy of this signal ( Eavg) is compared with the energy associated 

with the beamformed signal ( Ebeam):  

 







>
−

=
otherwise

EEif
E

EE
s avgbeam

avg

avgbeam

dif

0
 

 
The presence of a sound source is confirmed only when both the signal variance and signal 

difference exceed specific thresholds, (Vthresh and Difthresh respectively). 

 
threshsignalthreshdif VVDifs ≥∧≥  

3.2 Calibration 
 
Beamforming with a far field acoustical model requires that the position of each microphone 

xi{ } relative to the array origin must be known. Rather than using a global coordinate system, 

the coordinate system defined by the Paracamera system is used. This eliminates the need to 

calibrate to some arbitrary global reference frame, however the audio and video systems must to 

be calibrated with respect to each other. The vertical distance between the plane of the lower 

three microphones and the optical centre of the Paracamera system is measured manually. The 

direction to each of these three microphones is easily measured as they appear in the view of the 

Paracamera. Under the assumption that the plane defined by these three microphones is 

perpendicular to the Paracamera optical axis permits the microphones’ position to be easily 

estimated. The fourth microphone is mounted in line with the optical axis of the Paracamera 

system and its position is measured directly.  
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4. System Performance 
 
The video system is responsible for detecting visible skin regions within the visual view of the 

Paracamera; grouping together the regions corresponding to each person; finding the region of 

each group that corresponds to the face; and finally, determining the direction to each potential 

face.  Given this information, the audio system is focused to the direction of each potential face 

in order to detect sound (speech) emanating from the person when they are speaking.  Either the 

audio and video systems can be used alone to locate potential speakers in a teleconference 

setting, however, by combining the two systems, each one is able to complement the other and 

therefore overcome some of the limitations inherent in each system when used alone.  This 

provides a much more robust system of automatic speaker detection.  This section describes two 

experiments that illustrate the effectiveness of the combined system to detect and focus on 

potential speakers in a teleconferencing session. 

The first experiment is a demonstration of the combined system to detect multiple 

speakers in a typical group meeting scenario while the second experiment quantifies the accuracy 

of the system's ability to locate and focus on the face of a participant. 

4.1 Experimental Room Set-Up 
 
Both experiments were conducted in a meeting room at York University. The room is 3.7m long, 

5.8m wide, with a height of 3.0m and is used for group meetings.  As illustrated in Figure 6, one 

wall of the room contains several windows facing a hallway, while the other wall contains two 

windows facing outdoors.  The windows facing outdoors are covered with black curtains.  There 

is a counter running the length of one wall approximately 0.8m in height, a white-board (with a 

wooden cover that was closed during the duration of the experiments) mounted on one wall and a 

corkboard mounted on the opposite wall.   The room also contains a black filing cabinet and a 
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large table with several chars in the middle of the room.  Furthermore, the room contains 

standard flooring tiles, concrete ceiling and normal fluorescent lighting.  No effort was made to 

limit audio reverberation or modify the lighting conditions in any manner. This room is a good 

representation of the environment of a typical teleconferencing room. 

Both the audio and video systems rely on several pre-defined (and dynamically 

computed) threshold values.  Tables I and II summarize these threshold values for both the audio 

and video systems. Both experiments described in this section were conducted with these 

threshold values.   

4.2 Experiment One – Demonstration 
 
The purpose of this experiment is to demonstrate the ability of the Eyes 'n Ears sensor to detect 

and focus on the participants who are speaking in a typical multiple person group meeting 

setting.  As illustrated in Figure 7, four male subjects (where the i’th subject is denoted by si, for 

i=1…4), were seated around the sensor in the meeting room described above.  Subjects were 

instructed to perform several tasks (the actual tasks are listed in Table III) while the system was 

operating.  The tasks involved different scenarios of the participants speaking in a meeting.  For 

example, two of the scenarios involved having all subjects remain silent for the duration of the 

test, while in another scenario, two of the subjects would speak at the same time while the others 

remained silent.  The subjects that did speak were free to choose their own words and phrases for 

the duration of the experiment and spoke in a normal voice (e.g. they did not speak purposely 

louder than they normally do).  In addition, the subjects were free to change their pose as they 

wished (e.g. raise their hands, move their head etc.).  In each scenario, the system was started, 

the appropriate subjects began speaking, and 15 seconds later, the system would locate the 

speakers.  
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In addition to the participants, a radio was also placed in the room. The radio was tuned 

to an all news radio station (CFTR 680 News, Toronto, Ontario, Canada) and several different 

announcers, both male and female, were heard.  The volume of the radio was set to a moderate 

level (6 out of the 10 possible volume settings) and was very similar, in loudness, to the level of 

the subject's speech.  The radio loudspeaker was placed on the counter close to the sensor (and 

close to subject s1) and was meant to simulate audio distracters (noise) that might be present in a 

regular meeting.  

The video system correctly detected all participants in the six scenarios.  Furthermore, 

given the real world direction to each detected face (relative to the Paracamera coordinate 

system), the audio system was capable of localizing participants that were actually speaking in 

each of the scenarios.  It did incorrectly determine that one participant was speaking (s1 in 

scenario one and scenario six), when in fact this participant was not speaking.  However, subject 

s1 was close to the loudspeaker and audio from the radio was associated with the nearby silent 

participant.  In addition to the correctly classified faces, the video system incorrectly classified 

several non-face skin regions as faces, however, in each of these cases, the audio system 

correctly determined there was no speech emanating from the direction of the incorrectly 

detected face.  

4.3 Experiment Two – Accuracy 
 
This experiment investigates the accuracy with which the Eyes 'n Ears sensor locates a speaker in 

the environment.  In order to quantify the results of the experiments, rather than using a human 

subject, a test “dummy” speaker was used.  Using a test dummy ensured audio consistency over 

the entire duration of the experiment, and permitted much longer experimental trials to be 

conducted.  After being placed in the appropriate position, the face of the test speaker did not 
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move in any manner ensuring its height above the table and its pose relative to the Paracamera 

remained static, allowing quantitative measurements to be made.    

The test face used in this experiment was a color image of a face. The picture was 

mounted on an L-shaped wooden stand and the region of the image corresponding to the mouth 

on the picture was cut out.  A small audio speaker was mounted directly behind it. The speaker 

was connected to a radio that was tuned to an all news radio station (CFTR 680 News, as in 

experiment one) for the entire duration of the experiment.   This allowed the output of the 

speaker to emanate from the opening in the mouth simulating a person talking.  The volume of 

the radio was set to 6 (out 10 possible volume levels, where 10 is the loudest setting). 

A 10cm x 10cm grid was laid out on the table shown in Figure 8. The Eyes 'n Ears sensor 

was then centered on the table. The test face was then placed at specific grid locations and face 

localization was performed at 18 discrete locations. For each location, the image coordinate of 

the face in the Paracamera was obtained by identifying the nose of the test face in the video 

image.  For each test position, the test face was then located three times using the audio and 

video detection algorithm and these values were averaged.  

Figure 9(a) shows the actual (measured) direction to each face position (denoted by 

β actual  vs. the computed direction to the face (denoted by β computed ) in the test (provided that the 

face was detected).  Figure 9(b) plots the difference ε between the actual and computed 

directions for each face location (ε =1− β actual ⋅ β computed ). 

The video system correctly detected the skin region present in each of the (18*3=54) tests 

(100%). A total of 9 false positive potential faces were identified by the vision system. The audio 

system confirmed 45 of the 54 true faces (83% of the true faces were correctly identified by both 



Audio-visual localization of speakers in a video teleconferencing setting 

21 

the audio and video systems), and 1 false positive face was incorrectly confirmed by the audio 

system. In Figure 9, only those faces that were confirmed by the audio system are plotted. 

5.  Summary and Future Work 
 
This paper describes a lightweight and portable face detection system that utilizes audio and 

video cues.  The system is intended primarily for use in teleconferencing applications in which 

the sensor (consisting of the combined audio and video components) is placed on a table and the 

participants are seated around it.  An omnidirectional camera (Paracamera), allows the video 

component to capture dynamic views of all participants from a single viewpoint, eliminating the 

need for a camera operator or having each speaker move within the camera's view.  Using a 

statistical color model the pixels of each incoming Paracamera image are classified as either skin 

or non-skin.  Skin classified pixels are grouped into labeled regions.  Skin labeled regions which 

are spatially close are further grouped into clusters.  Assuming there is an appropriate amount of 

space between the people in view, each cluster corresponds to one particular person.  The region 

in each cluster furthest from the center of the Paracamera image is chosen as the face and an 

estimate of its direction in the real world, relative to the Paracamera coordinate system, is made 

and provided to the audio system.  Beamforming and sound detection techniques with a small, 

compact fixed microphone array permits the audio system to be steered in the direction of 

potential faces, and then to focus on the speech of each participant.  The detection of sound 

allows the audio system to confirm and therefore validate the presence of speakers in the 

directions determined by the video system.     

Experiments performed in a normal meeting room environment indicate that by working 

together the audio and video system are capable of overcoming some of the limitations inherent 

in each component. Various factors may negatively affect each component, but these factors are 
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usually specific to either the audio or video system.  For example, a reverberant environment 

may result in the incorrect localization of a sound source, but will not affect the video system.  

Similarly, the color of objects in the environment has no bearing on the audio system whereas it 

may negatively affect the video system and lead to the incorrect classification of non-skin 

regions as skin (e.g. certain yellow objects, such as a cardboard box or a standard corkboard may 

be incorrectly classified as skin).  Furthermore, although techniques exist to allow for the 

localization of sound sources using the array solely, their performance quickly degrades in a 

reverberant environment and with multiple sources (Wilson et al., 2001).  Furthermore, such 

techniques can be computationally expensive given the potentially large auditory space, 

however, by locating the direction to potential faces within the Paracamera's view, the video 

system essentially reduces the workspace of the audio system from potentially many thousands 

of directions to only a few, making the audio system's task tractable.  

Various improvements could be made to the Eyes 'n Ears sensor. Faster computers, and 

especially more sensitive microphones would enhance system speed and performance. One 

specific advantage of more powerful computers would be the ability to probe, via audio 

beamforming, every detected large skin region as an audio source, rather than only probing the 

skin region in each cluster most distant from the centre of the video image.   

Future extensions to the sensor include incorporating the system within an audio-video 

tracking system to permit speakers to be attended to and then tracked as they participate in 

teleconferencing applications, and to apply the system to distance learning applications. 

Specifically, to use the sensor as a device to enable a remote instructor to interact with his or her 

remote class.  
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Tables 
 

Parameter Value 
Sampling Frequency 44100Hz 
Sampling Resolution 16 bits 
Band Pass Filter Range 200-40000Hz 
Filter Coefficients 128 
Difthresh 0.10 
Vthresh Computed Dynamically 

Table I. Audio system parameters. 
 
 

Threshold Value 
Skin Pixel Classification (∆) 0.91 
Min Pixels per histogram bin (δ) 50 
Size Filter 340 pixels 

Table II. Video system thresholds. 
 

 
Scenario Description 

1 Subject s2 speaking only 
2 No subjects speaking 
3 Subject s2 and s4 speaking concurrently. 
4 No subjects speaking 
5 Subjects s3 and s4 speaking concurrently. 
6 Subject s4 speaking only. 

Table III. Different scenarios in experiment one. 
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Figures 
 

 
 

Figure 1. The Eyes ‘n Ears Sensor. 
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(a) Raw Paracamera image 

 

 
(b) Unwrapped image 

 
Figure 2. Paracamera Images.  A panoramic view can be easily generated by un-warping the 
hemispherical view obtained by the Paracamera. Perspective Images of any size may then be 

extracted from the panoramic. 
 
 

  
(a) Skin color histogram (b) Non-skin color histogram 

 
Figure 3. Hue-saturation histogram models for  skin (a) and non-skin (b). 
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(a) Input image (b) Identified faces 

 
Figure 4. Faces identified in the input omnidirectional image. Pixels identified as skin are 

colored yellow, and the centers of the identified faces are indicated with a red cross. 
 
 

 
Figure 5. Forming the Beamformed Signal. Summing the appropriately delayed signal from each 

microphone will lead to a beamformed signal with maximized energy output. 
 
 

(a) Actual meeting room (b) Schematic diagram of the room 
 

Figure 6. Experimental setup. 
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(a) Setup (b) Sample output 
 
Figure 7. Experiment one set-up (a) and sample output (b). Four participants in a typical group 

meeting, seated around the Eyes 'n Ears sensor. The radio distracter is located counter 
clockwise of the participant on the right (s1). 

 
 
 
 

 
(a) Location of tests (b) Experimental setup 

 
Figure 8. Location of test face during each of the trials in experiment two. 

 



Audio-visual localization of speakers in a video teleconferencing setting 

31 

 

 

(a) Actual and measured directions (b) Difference between actual and 
measured directions 

 
Figure 9. Experimental results. (a) shows the actual and measured directions to the 18 face 

locations, while (b) shows the difference between the two directions. Each data point 
corresponds to three repetitions. 
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Figure Captions 
 
Figure 1. The Eyes ‘n Ears Sensor. 
 
 

(a) Raw Paracamera image  (b) Unwrapped image 
Figure 2. Paracamera Images.  A panoramic view can be easily generated by un-warping the 
hemispherical view obtained by the Paracamera. Perspective Images of any size may then be 
extracted from the panoramic. 
 
 

(a) Skin color histogram  (b) Non-skin color histogram 
Figure 3. Hue-saturation histogram models for  skin (a) and non-skin (b). 

 
 

(a) Input image  (b) Identified faces 
Figure 4. Faces identified in the input omnidirectional image. Pixels identified as skin are 

colored yellow, and the centers of the identified faces are indicated with a red cross. 
 
 
Figure 5. Forming the Beamformed Signal. Summing the appropriately delayed signal from each 

microphone will lead to a beamformed signal with maximized energy output. 
 
 

(a) Actual meeting room  (b) Schematic diagram of the room 
Figure 6. Experimental setup 

 
 

(a) Setup  (b) Sample output 
Figure 7. Experiment one set-up (a) and sample output (b). Four participants in a typical group 

meeting, seated around the Eyes 'n Ears sensor. The radio distracter is located counter clockwise 
of the participant on the right (s1). 

 
 

(a) Location of tests  (b) Experimental setup 
Figure 8. Location of test face during each of the trials in experiment two. 

 
 

(a) Actual and measured directions 
(b) Difference between actual and measured directions 

Figure 9. Experimental results. (a) shows the actual and measured directions to the 18 face 
locations, while (b) shows the difference between the two directions. Each data point 

corresponds to three repetitions. 
 


