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ABSTRACT: Web Site Summarization is the process
af automatically generating a concise and informative
summary for a given Web site. It has gained more and
more  a t t en t i on  i n  recen t  Yea rs  as  e f f ec t i ve
summarization could lead to enhanced Web information
retrieval systems such as searching for Web sites.
E x t r a c t i o n - b a s e d  a p p r o a c h e s  t o  W e b  s i f e
summarization rely on the extraction of the most
significant sentences from the target Web site based
on the density of a list of key phrases that best describe
the entire Web site. In this wark, we benchmark five
alternative key phrase extraction methods, TFIDF, KEA,
Keyword, Keyterm, and Mixture, in an automatic Web
site summarization framework we previously developed.
We investigate the performance af these underlying
methods via a farmal user study and demonstrate that
Keyterm is the best chaice for key phrase extraction
while Mixture shauld be used to obtain key sentences.
We also discuss why one method performs better than
another and what could be done to further improve the
summarizatian system.
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1.  ln t roduct ion

As the amount of information continues to grow on the World
W i d e  W e b  ( W W W ) ,  e f f e c t i v e  m a n a g e m e n t  o f  o n l i n e
information becomes more and more crit ical. In the WWW
context, many approaches to information management, such
as indexing,  categor izat ion,  c luster ing,  and summarizat ion,
have been proposed.

Automat ic  Web s i te summarizat ion,  which is  der ived f rom
mult i -document  summarizat ion [23] ,  is  p lay ing an important
ro le in  Web informat ion management.  A concise,  in format ive,
and meaningfu l  Web s i te summary can help Web users
understand the essential topics and main contents covered
in the target Web site quickly without spending much browsing
t ime [35] .  The automat ic  Web s i te summarizat ion method
can be used in in format ion ret r ieval  systems to generate
descriptions of the documents returned by a query, or as a
way to browse special Web page collections. lt can also be
applied to query expansion and query reformulation tasks Up
to  da te  app roaches  to  Web  documen t  summar i za t i on

Methods in  Automat ic  Web S i te
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have of ten been extract ion-based 12,  4,  351.  They apply
statistical and linguistic analysis to extract key phrasesl which
best describe the source documents, and further extract the
most significant sentences based on the presence density
o f  key  ph rases  [4 ,  35 ] .  Hence ,  t he  pe r fo rmance  o f  an
extraction-based Web site summarization system is mainly
determined by its underlying key phrase extraction method.

In our previous work [35], we extend single Web document
summarization to the summarization of a complete Web site.
The "Keyword/Summary"  idea of  [4 ]  is  adopted,  and the
methodology is substantially enhanced and extended toWeb
sites. This extraction-based approach generates a Web site
summary consisting of 25 keywords and 5 key sentences,
where the numbers are determined by the requirement for a
s ing le -page  summary  and  the  i n fo rma t i veness  o f  t hese
summary e lements.  Since Web documents of ten conta in
diverse contents such as bullets and short sentences, the
sys tem app l i es  mach ine  l ea rn ing  and  na tu ra l  l anguage
processing techniques to extract the "narrative" content, and
then extracts keywords from the narrative text together with
anchor text and special text (e.9., emphasized text). The key
sen tences  a re  t hen  i den t i f i ed  based  on  the  dens i t y  o f
keywords .  The  eva lua t i on  shows  tha t  t he  au toma t i ca l l y
g e n e r a t e d  s u m m a r i e s  a r e  a s  i n f o r m a t i v e  a s  h u m a n
authored summaries (e.g.  DMOZ2 summaries) .

In this work, we investigate five key phrase extraction methods,
i .e . ,  Term Frequency Inverse Document Frequency (TFIDF)

[25], Automatic Keyphrase Extraction (KEA) [32], Keyword [35],
C-value/NC-value (renamed Keyterm) [9], and Mixture. These
methods have been well studied in related l iterature [8, 12,
1 3 ,  1 4 ,  1 7  ,  2 1 , 2 2 , 2 4 , 2 9 ,  3 0 ,  3 3 ,  3 4 ,  3 6 1  a n d  c a n  b e  u s e d  i n
t h e  k e y  p h r a s e  e x t r a c t i o n  s t a g e  o f  o u r  W e b  s i t e
summarization framework [35] described above.

. The TFIDF method captures a word's frequency in
a single document compared to its rarity in the whole
document col lect ion.  l t  has been widely s tudied in
many information retrieval tasks so we use it as the
basel ine method.
.  The second method,  KEA, bui lds a Ndive Bayes
learning model using training documents with known
key phrases, and then uses the model to find key
ohrases in  new documents.
We acknowledge that  both TFIDF and KEA were
originally designed for key phrase extraction from
s i n g l e  d o c u m e n t s  s o  w e  e x t e n d  t h e m  t o  t h e
a p p l i c a t i o n  o n  a n  e n t i r e  d o c u m e n t  c o l l e c t i o n .

I\ pht-t. . 'r" t* *L.'t --"t --| '  "( lult i-. 'vord tcrm
Thror,rglrout the papcr. rve ttsc kcyvvot'ds. hc-yterlns' and kcy phrascs
in terchartgt-ahl1, ,  c lcpencl ing t tn t l te rnet l tod context .
I htto ://r,r,q'1r,. d nl tt2. tlrg
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. The Keyword method constructs a C5.0r classifier
using Web pages with known single keywords, and
then uses this model to identify keywords from a
new web site.
. The fourth method, Keyterm, consists of both l ing-
uistic and statistical analysis to extract multi-word
keyterms automatically. Both Keyword and Keyterm
are designed for key phrase extraction from an en-
tire document collection.
. Finally, the Mixture method combines Keyword and
Keyterm to obtain a l ist of key phrases.

We aim to investigate how well each key phrase extraction
method performs in the automatic Web site summarization
task via a formal user study, i.e., we are interested in learning
which method wil l yield summaries with the best quality. We
compare the key phrases generated by different methods in
terms of "acceptable percentage", which is the ratio of key
phrases that  are reasonably re lated to the most  essent ia l
topic of a given Web site. We also quantify them to measure
the quality difference between any two methods. One-Way
Ful ly  Repeated Measures ANOVA is  used to conduct  the
statistical analysis. The evaluation shows that key phrases
extracted by the Keyterm method achieve the best quality,
and that the Mixture method can lead to kev sentences with
the best quality.

The rest  of  the paper is  organized as fo l lows.  Sect ion 2
reviews related l iterature. Section 3 outl ines our framework
o f  a u t o m a t i c  W e b  s i t e  s u m m a r i z a t i o n  a n d  S e c t i o n  4
describes the five key phrase extraction methods in detail. In
Sect ion 5,  we d iscuss the design of  our  exper iments and
show the evaluation results. Finally, we conclude our work
and discuss future research directions for improvement of
the summarization system in Section 6.

2. Related Work

Web document summarization techniques are mostly derived
from t radi t ional  p la in text  summarizat ion techniques.  Exis t ing
t e x t  s u m m a r i z a t i o n  s y s t e m s  g e n e r a t e  s u m m a r i e s
automatically either by extraction or abstraction. Extraction-
based systems [5,  11]  analyze source documents us ing
techniques such as frequency analysis to determine the most
significant sentences based on features such as the density
of keywords [35] and rhetorical relations [19] in the context.
Abs t rac t i on  [ 2 ] ,  on  t he  o the r  hand ,  requ i res  a  t ho rough
understanding of  the source text  us ing knowledge-based
methods and is normally more diff icult to achieve with current
natura l  language processing techniques [10] .
Research on Web document summarization to date has been
extractionbased. Some systems [2, 4) analyze the contents
and extract the most significant phrases and sentences to
construct a summary.
Berger and Mittal [2] propose a system called OCELOT, which
app l i es  s tanda rd  s ta t i s t i ca l  mode ls  ( i n  pa r t i cu la r ,  t he
Expectat ion Maximizat ion (EM) a lgor i thm)to select  and order
words into a "gist", which serves as the summarV of a Web
documen t .

Buyukkokten et al. [4] propose five alternative methods for
summariz ing Web pages for  d isp lay on handheld devices.
The Keyword method extracts keywords from the text units,
and the Summary method ident i f ies the most  s igni f icant
sentence of each text unit based on the density of keywords.
The  tes t  shows  tha t  t he  comb ined  Keyword /Summary
method provides the best performance.

On the other  hand,  there are systems [1,  6]  that  analyze and
I h tt p : //rv rv rv. r'u I cq u e s t. c o rn/s c e "5 - u rr i x. h t rr l

summarize the context of a Web document (e.g. brief content
desc r i p t i ons  f r om sea rch  eng ine  resu l t s )  i ns tead  o f  i t s
contents.

Amitay and Par is  [1]  propose an approach that  generates
single-sentence long coherent  textual  sn ippets for  a g iven
Web page based on the context of the Web page, which is
obta ined by sending quer ies of  the type " l ink:URL" to search
engines such as Google.  Exper iments show that  on average
users prefer  the snippets thus generated to the standard
snippets prov ided by search engines.
D e l o r t  e t  a l .  t 6 l  a d d r e s s  t h r e e  i m p o r t a n t  i s s u e s ,
contextualization, partiality, and topicality faced by any context-
based  summar i ze r  and  p ropose  two  a lgo r i t hms  whose
efficiency depends on the size of the text contents and the
context of the target Web page.

The drawback of the systems that rely on context analysis is
that context information of the target Web documents is not
always available and accessible. Consequenfly, approaches
wh ich  ana l yze  sou rce  con ten ts  have  been  ga in ing  more
popuiarity. However, they rely on the underlying key phrase
extraction method to generate key phrases in order to further
identify key sentences.

Automatic key phrase extraction has been a useful tool in
many text  re lated appl icat ions such as text  c luster ing and
document s imi lar i ty  analys is  [21] .  Tradi t ional  approaches to
key phrase extraction are focused on frequency analysis such
a s  T F I D F  a n d  c o l l o c a t i o n  d e t e c t i o n  b a s e d  o n  m u t u a l
in format ion [18] .
Recent ly ,  more ef fect ive systems have been developed.
Krulwich and Burkey use heuristic rules such as the use of
acronyms and the use of italics to extract key phrases from a
documen t  f o r  use  as  f ea tu res  o f  au toma t i c  documen t
c lass i f icat ion [16] .  Turney proposes GenEx,  a key phrase
extraction system, which consists of a set of parameterized
heur is t ic  ru les that  are tuned to the t ra in ing documents by a
gene t i c  p rog ram [28 ] .  Howeve r ,  t hese  me thods  heav i l y
depend on heur is t ic  ru le pre-def in ing and tuning.
Research in 127 ,32) evaluates key phrase extraction methods
by matching automat ica l ly  ext racted key phrases wi th human
authored ones. In [30], Turney defines acceptable key phrases
as good and fa i r  key phrases,  which are rated by human
subjects.  In  the WWW contexl ,  manual ly  ident i fy ing key
phrases is  t ime-consuming because of  the d ivers i ty  and
complexi ty  nature of  Web documents.  Thus in  our  work,  we
ask human subjects to rate automat ica l ly  ext racted key
phrases and then we are able to evaluate different methods
using quant i ta t ive measures.

3.  Automat ic  Web Si te Summarizat ion
Our automatic Web site summarization framework [35] is a
multi-stage process as follows:

1.  Web Si te Crawl ing.  In  order  to summarize a g iven
Web s i te,  a cer ta in number of  Web pages wi th in a
short distance from the root (home page) of the tar-
get  s i te ,  which are assumed to descr ibe the main
contents of the site in general terms, are collected
by a specific Web crawler via the breadth-first search
starting at the home page.

2,Plain Text Extraction .AftertheWeb pages have been
collected, plain text is extracted from these pages
and segmented into text paragraphs by the text brow-
ser Lynx4, which is found to outperform several
alternative text extraction tools such as HTML2TXT5

' http://user.tninet.se'/- jyc89 I r,r,/sofiu.are/htntl2txt/
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and html2txt6. in terms of more effective selection
of plain text"

3 .  N a r r a t i v e  T e x t  C l a s s i f i c a t i o n .  S i n c e  W e b
documents are not well structured and they often
contain diverse contents such as short phrases and
images, it is beneficial to have rules that can identify
the  tex t  cons ide red  fo r  summar i za t i on .  Th i s  i s
ach ieved  i n  two  s teps .  F i r s t ,  a  C5  0  c l ass i f i e r
L O N G S H O R T  i s  u s e d  t o  f i l t e r  o u t  s h o r t  t e x t
paragraphs. Second, long paragraphs are classified
in to  na r ra t i ve  o r  non -na r ra t i ve  by  ano the r  C5 .0
classifier NARRATIVE, and only narrative paragraphs
a r e  u s e d  i n  s u m m a r y  g e n e r a t i o n .  T h e s e  t w o
classifiers are built based on features (e.9.' number
of words, part of speech tag) extracted by shallow
natura l  language processing.  The cross-val idat ion
s h o w s  a  m e a n  e r r o r  o f  5 . 9 %  a n d  1 1  ' 3 ' / "  f o r
LONGSHORT and NARRATIVE respectively, which
indicates the classification accuracy of the classifiers.

4 Key Phrase Extraction. Traditionally, key phrases
for the entire document corpus are extracted from
plain text in order to generate a summary. Based on
such key phrases,  the most  s igni f icant  sentences,
which best describe the source documents, can be
retrieved. Key phrase extraction from a body of text
re l ies on an evaluat ion of  the importance of  each
candidate key phrase [4]. In this work, we experiment
with five key phrase extraction methods on narrative
text as detailed in Section 4, and investigate their
p e r f o r m a n c e  i n  t h e  a u t o m a t i c  W e b  s i t e
summar i za t i on  t ask .

5. Key Sentence Extraction. Once the key phrases
are ident i f ied.  the n ios l  s igni f icant  sentences for
summary  gene ra t i on  can  be  re t r i eved  f rom a l l
narrative paragraphs based on the presence density
of key phrases [5]. The significance of a sentence is
measured by calculating a weight value, which is the
maximum of weights of all word clusters within the
sentence. Aword cluster is defined as a sequence of
words which starts and ends with a key phrase and
at most 2 non-key-phrases must separate any two
neighbor ing key phrases [4] .  The weight  of  a word
cluster is computed by adding the weights of all key
phrases wi th in the word c luster ,  and d iv id ing th is
sum by the tota l  number of  key phrases.  The weights
of all sentences in all narrative text paragraphs are
computed and the top five sentences (ranked by
sentence weight) are the key sentences to be inc-
luded in the summarY.

6 .  Summary  Fo rma t i on .  The  ove ra l l  summary  i s
formed by the top 25 key phrases and the top 5 key
s e n t e n c e s .  T h e s e  n u m b e r s  a r e  e m p i r i c a l l y
determined based on the fact that key sentences
are more in format ive than key phrases,  and the
who le  summary  shou ld  f i t  i n  a  s i ng le  page .  We
aim to compare the f ive key phrase extrac l ion
methods under the summarizat ion f rame.

4. Key Phrase Extraction

In  t h i s  sec t i on ,  we  exp la in  i n  de ta i l  t he  f i ve  key  ph rase

extract ion methods,  i .e . ,  TFIDF,  KEA, Keyword,  Keyterm, and
Mixture.  These methods generate s ingle keywords or  mul t i -
word keyterms or a mixture of the above two by a crit ical
evaluat ion of  the s igni f icance of  each candidate key phrase

in the source documents.

We realize that these methods have been designed to extract
key phrases f rom t radi t ional  wel l -s t ructured text  such as
techn i ca l  pape rs  and  news  a r t i c l es .  Resea rch  i n  [ 36 ]
" http : l/c gr. rv,i. org/c gi -bi nllrtrnl 2tx t

demonstrates that application of key phrase extraction on
Web documents relies on the identif ication of narrative text,
wh i ch  o f t en  con ta ins  more  s t ruc tu red ,  i n fo rma t i ve  and
coherent  in format ion than non-narrat ive text .  Here is  an
example of a narrative paragraph: The Software Engineering
Process Group (SEPGSM) Conference is  the leading
international conference and exhibit showcase for software
process improvement  (SPI) .  In  contrast ,  a  non-narrat ive
paragraph of ten consists  of  shor t  phrases or  bul le ts .  e.9. ,
l-'ir.\t (:reute.l on l0 !v\o.v 20()0. Lu.sr lllodi/ied on 22.lrrl.t'2003.
(opt,right c2000-200-l ,Sofiv,are :lrchive F <turtdutirtt't. ,1ll t ight.s
rt '.st 'rt ' t ' t l . Thus, we apply the NARRATIVE classifier introduced
in [35] to extract narrative text. Then each key phrase extraction
method wi l l  work on the narrat ive text  only  instead of  a l l  p la in
text.

4.1 TFIDF Method

TF IDF  i s  a  s tanda rd  keyword  i den t i f i ca t i on  me thod  i n
information retrieval tasks. lt gives preference to words that
have h igh f requency of  occurrence in a s ingle document  but
rare ly  appear in  the whole document  col lect ion.  In  th is  work,
we  a im  to  use  TF IDF  as  a  base l i ne  me thod  to  ex t rac t
keywords from pages of a given Web site. This involves in
the fo l lowing steps:

'1 . For each Web page of the target Web site, identify
the narrative text and convert it to lower case.

2. Extract all tokens in the narrative text, i.e , identify
s ingle words by removing punctuat ion marks and
numbers. A standard set of 425 stop words (u. ohrtttt,
ubove,  . . . )  [7 ]  are d iscarded at  th is  s tage.

3.  Apply Porter  s temming to obta in word stems and
uodate the number of  documents tn which each
word s lem appears.

4.  Once a l l  Web pages are processed using the
above three steps, calculate the TFIDF value ir - - of
word stem I  in  page. i  us ing the fo l lowing equat ibn:

,, L'" . l..rg \'' '  
o j  i  n

( l )

where ,; is the normalized term frequency of word

stem i ir i page,/, rr is the number of pages that con-
tain word stem i, and N is the total number of Web
pages in considerat ion -

5.  For  each Web page I ,  TFIDF values of  a l l  word
stems in th is  page are normal ized to uni t  length as
fo l l ows :

) l ' ,  .--
\ \  = . f  . -  :  t l . )

r /  v l  n
' '  t l

6. Finally, choose the top five word stems ranked by
W, , for  each page.  The number 5 is  chosen based
on the fact that often 3 to 5 key phrases are included
in a technical article. Then replace each word stem
with its original form which appears most frequently
i n  t he  co l l ec t i on  (e .9 . ,  " eng in "  ( "eng inee r i ng " :  8 ,
"engineer" :  2)  -  engineer ing) .

4.1.1 Appl icat ion of  TFIDF on a Web Si te

TFIDF is aimed towards extracting keywords from individual
documents in  a document  col lect ion rather  than f rom the
whole collection. Hence in order to generate a keyword l ist
for an entire Web site, the output keywords from all pages

should be combined proper ly .  We aim to do the fo l lowing:

1.  Uni te the 5 keywords f rom each Web page to
obtain a single l ist. Each keyword (more precisely,
its stem) I has a normalized weight 11/. , as shown
in Equat ion 2.
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2. Record /., which is the number of pages in which
keyword i appearsT. Let I l '  be the overall weight of
keyword I in the Web site and l. be its average
weight. So tt' = )- ll', , , and .4, - ,l' [,.

3. Now three features, i.e., 14/, ,1 , and l, can be
used to re-rank the l ist in order to select the too 25
keywords for the target Web site. The number 25 is
an  emp i r i ca l  number  se t  i n  t he  summar i za t i on
framework [35] .  Pre l iminary tests show that  in
terms of  acceptable percentage (see 5.2.1) ,  l  is
the best feature.

4. The top 25 keywords are taken as the keywords
for the target Web site and their weights are re-
no rma l i zed  fo r  t he  pu rpose  o f  key  sen tence
extraction.

4.2KEA Method

KEA [32] is an efficient and practical algorithm for extracting
key phrases, i.e., single keywords and multi-word keyterms.
It consists of two stages: "training" and "extraction". In the
tra in ing stage,  KEA bui lds a Naive Bayes c lass i f ier  us ing
training documents with human-authored key phrases. More
explicit ly, KEA chooses a set of candidate key phrases from
input  documents.  For  each candidate,  two feature values,
tf idf and first occurrence, are calculated^ First occurrence is
c a l c u l a t e d  a s  t h e  n u m b e r  o f  w o r d s  t h a t  p r e c e d e  t h e
candidate's first appearance, divided by the total number of
words in the document. This is the normalized distance to
the beginning of  the document .  Those candidates that  are
human-authored key phrases are positive examples in the
KEA model construction. In the extraction stage, KEA uses
the classifier to find the best set of (by default 5) key phrases
in new documents.  More expl ic i t ly ,  KEA chooses a set  of
candidate key phrases from new documents and calculate
the two feature values as above. Then each candidate is
assigned a weight, which is the overall probabil ity that this
candidate is a key phrase.

4.2.1 KEA Train ing

KEA is  or ig inal ly  designed for  key phrase extract ion f rom
traditional coherent text such as technical reports. In order to
obtain a good KEA model for key phrase extraction from Web
documents, we need to investigate whether KEA works well
on d iverseWeb documents instead of  t radi t ional  coherent
text. Hence we build two KEA models as follows.

. The training set bundled with the Java-based KEA
package (Version 3.0)B is used to train a CSTR KEA
learning model. This data set contains 80 abstracts
of  Computer  Science Technical  Reports  (CSTR)
from the New Zealand Digital Library projecte. Each
abstract has 5 human-authored key phrases. The
input to the Java program consists of text f i les with
the corresponding key phrases.  Research in  [32]
shows that a training set of 25 or more documents
can achieve good performance.
. A total of 80 Web pages are randomly collected
from 60 DMOZ Web sites. The criterion is that the
W e b  p a g e  m u s t  h a v e  a t  l e a s t  o n e  n a r r a t i v e
paragraph identif ied by the NARRATIVE classifier
described in [35]. We browse eachWeb page and
extract up to five key phrases from its narrative text.
Then  a  NTXT (Nar ra t i ve  TeXT)  KEA mode l  i s
constructed.

rThis is again a clocumcnt tiequcncy conccpt. Howevcr. onlv those
dtrcumcnts in rvhich r.l,ord stcrr.r I serves as a kevrvorcl arc counlcd.\ http:/ /u u u.rrzt l l .org/Kea
q 

http://wu,rv.nzdl.org

Web pages are different from technical reports in terms of
the diversity of contents and discourse structure. Hence, we
intent ional ly  choose technological  Web pages in order  to
eliminate the potential bias that the technical reports could
have on building the CSTR model and to make these two
models more comoarable to each other.

We apply separately the CSTR model and the NTXT model
to extract key phrases from the narrative text of Web pages.
Prel iminary exper iments show that  the NTXT model  can
extract key phrases with higher acceptable percentage so
we use this model for key phrase extraction from Web pages
of a given Web site.

4.2.2 Application of KEA on a Web Site

For the same reason as the appl icat ion of  TFIDF on an ent i re
Web s i te,  we a im to do the fo l lowing:

1. Unite the 5 key phrases from each Web page to
o b t a i n  a  s i n g l e  l i s t .  E a c h  k e y  p h r a s e  i  h a s  a
normalized weight w,. . in page i, which is the overall
probabil ity value provided by the KEA model.

2. Compute the same three features, i.e., lf, ' ,  1., and

. / ,  as in  the appl icat ion of  TFIDF. Pre l iminary tests
again show that  I  is  the best  feature in  terms of
acceptable percentage.

3. The top 25 phrases are chosen as the key phrases
for  the target  Web s i te and thei r  weights are re-
normal ized.

4.3 Keyword Method

The Keyword method int roduced in [35]  consists  of  two
s tages :  C5 .0  l ea rn ing  mode l  cons t ruc t i on  and  keyword
identif ication. In both stages a set of candidate keywords are
chosen f rom the target  Web s i te,  and then the values of
certain features (e.9", frequency, part-of-speech tag) for each
candidate keyword are calculated.

4.3. 1 Learning Keywords

As discussed before, Web pages are different from traditional
plain text documents. The existence of dnchor text and.s:ysa<:iul
/c-rl (e.9., t it les, headings, italic text) contributes much to the
difference. Anchor text is the text associated with hyperlinks,
and is often considered to be an accurate description of the
Web  page  l i nked  to .  A  supe rv i sed  l ea rn ing  app roach  i s
applied to learn the significance of each category of candidate
keywords.

In order to produce decision tree rules for determining the
keywords of given Web site, a data set of 5454 candidate
keywords from the 60 DMOZ Web sites is collected. For each
Web site, the frequency of each unique word (after stemming)
in narrative text, anchor text and special text, is measured.
Then the tota l  f requency of  each word over  these three
categories is computed, where the weight for each category
is the same. Stop words are discarded at this stage.

For each candidate keyword, eight features of its frequency
statistics (e.9., ratio of frequency to sum of frequency, ratio of
frequency to maximum frequency in anchor text) in three text
categories and the part-of-speech tag [3] are extracted. In
particular, the weight of a candidate keyword is defined as
lhe ruti<t tt/ it,s.fi'etltrenc'y' fttver thrca cutegories o/ Iext) to the -sum oJ

.fi e t1 t r e r tt:,.t, t tf' ul I t' u n d i du te ka.r-rl ord.s.

Nex t ,  each  cand ida te  keyword  i s  l abe l l ed  manua l l y  as
keyword or non-keyword. The criterion to determine whether
a candidate keyword is a true keyword is that the candidate
must provide important information about the Web site. Based
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on f requency stat is t ics and par t -of -speech tags of  these
c a n d i d a t e  k e y w o r d s ,  a  C 5 . 0  c l a s s i f i e r  K E Y W O R D  i s
constructed.

The resulting decision tree shows that anchor text and special
text do play an important role in determining keywords of a
Web site [35]. Among the total 5454 cases, 222 cases are
misclassified, leading to an error of 4.1%. The ten-fold cross-
validation of the classifier shows a mean error of 4.9ok, which
indicates the accuracy of this classifier.

4.3.2 Keyword ldentif ication
Once the decision tree rules for determining keywords have
been built, they can be used to automatically extract keywords
from a new Web site. First a l ist of candidate keywords is
selected based on the same frequency analysis shown above
and ranked by the weight .  Then the c lass i f ier  KEYWORD
identif ies all keyworcls in the l ist and the top 25 keywords are
kept and used for key sentence extraction. lt is observed that
40% to 70% of keywords appear in the home page of a Web
srte.

4.4 Keyterm Method

The Keyword method is based on word frequency analysis
against three different categories of text, i.e., narrative text,
anchor text, and special text. This method is unable to extract
terms consisting of multiple words. Since multi-word terms
are more informative than single words [21], we aim to apply
a state-of-the-art method C-value/NC-value [9] (we rename
it Keyterm) to extract multi-word keyterms from a Web site
automatically, and further identify key sentences for summary
generat ion.

4.4.1 Automatic Term Extraction

The C-vulueiNC'-value method consists  of  both l inguist ic
analysis (l inguistic f i l ter, part-of-speech tagging [3], and stop-
l is t )  and stat is t ica l  analys is  ( f requency analys is ,  ( -vu l t re I
lC'-r,a/rrc) to extract and rank a l ist of terms by N('-vulut:. A
linguistic f i l ter is used to extract word sequences l ikely to be
terms, such as noun phrases and adjective phrases.

The  C-va lue  i s  a  doma in - i ndependen t  me thod  used  to
au toma t i ca l l y  ex t rac t  mu l t i -wo rd  t e rms  f rom the  who le
document corpus. lt aims to get more accurate terms than
those obtained by the pure frequency of occurrence method,
especia l ly  terms that  may appear as nested wi th in longer
terms. C-r,c/ire is formally represented in Equation 3.

.  (  l r )u,  la l f ia l .  , t  is  not  t tc . led
t -

t \ t . r )  = . l
L  :  oeT . f l b )- 

lo.q. laWa) -
P ( T  )

where a is a candidate term; lal is the number of words in a;

.l(rr) is the frequency of occurrence of a in the corpus; I, is the

set of extracted candidate terms that contain a; and P(f ,) is
the number of these longer candidate terms.

T h e  N C - v a l u e  i s  a n  e x t e n s i o n  t o  t h e  C - v a l u e ,  w h i c h
incorporates information of context words into term extraction.
Context words are those that appear in the vicinity of candidate
terms, i.e. nouns, verbs and adjectives that either precede
or follow the candidate term" Each context word is assigned
a weight as follows:

t( rr.)
*'eighr(w)

il

(4 )

where, x' is a term context word (noun, verb or adjective); weight
(u') is the assigned weight to the word u,; r(u') is the number of
terms the word u 'appears wi th;  and z i  is  the tota l  number of
terms considered and it expresses the weight
as the probabil ity that the word w might be a term context
woro.

NC-value is  formal ly  g iven by Equat ion 5.

NCv(a)  = 0.8 x Cv(a\  + 0.2 x,  i  
. .  ld lh l  rc ighr l l t l  (5)

, = ( . ,
where .r is a candidate term; Cl, is the set of distinct context
words of a: h is a word from C,; lr, l (b) is the frequency of D as
a term context word of rz; and weight(D) is the weight of b as a
term context word. The two components of the N|'-vtt/ue, i.e.,
C -v ' u l ue  and  the  con tex t  i n fo rma t i on  fac to r ,  have  been
assigned the weights 0.8 and 0.2, respectively. These two
coefficients were derived empirically [9].
Expe r imen ts  i n  [ 9 ,  21 ]  show tha t  t he  C -va lue /NC-va lue
method performs well on a variety of special text corpora. In
par t icu lar ,  wi th the open l inguist ic  f i l ter  (Adj . lNoun)nNoun
(one or more adjectives or nouns followed by one noun), the
C-value/NC-value method extracts more terms than with the

closed l inguist ic  f i l ter  NountNour-r  (one or  more nouns
fo l l owed  by  a  noun )  w i t hou t  much  p rec i s i on  l oss .  Fo r
example, terms such as urtificial intelligencet and rntural lattguoge

Ttrocessingwlll be extracted by the open linguistic f i l ter. Hence,
in our work, we use this l inguistic f i l ter to extract terms from
a Web site.

4.4.2 l(eyterm ldentif ication
'r-re candidate lerm list C (ranked by i iC-vuhu:) of a Web site
contains some noun phrases (e.9. prit,ur'y' .stulenrcnt), which,
alihough ihey appear frequently in various Web sites, are not
relevant to the core content of the Web sites and hence must
be treatecl as Web-specific stop words [26]. We experimented
with the 60 DMOZ Web sites used in the Keyword method
and manual ly  ident i f ied a stop l is t ,  L ,  of  51 noun phrases
(e.9., l l 'eb.rite) [33]. The candidate term list C is f i l tered through
the noun phrase stop l is t  L ,  and only the top 25 terms ( ranked
by N(-valut:) are selected as keyterms.

4.5 Mixture Method

It is interesting to combine keywords and keyterms and see
whether the mixed list of key phrases wil l bring in more benefit
compared to using either keywords or keyterms alone in key
sentence extraction. Our Mixture method works as follows:

'1 . Normalize the weights of 25 keywords to unit length.
Do the same for 25 keyterms.

2. Combine 25 keywords and 25 keyterms to obtain
a s ingle l is t  o f  50 key phrases.  In  par t icu lar  the
weight  of  each keyterm is  ass igned a factor  "  

, i .e . ,
the new weight is .tr ' \ |to,,,,,.,,,, .

3. Our objective is to investigate whether keyterms
should be given more weight than keywords when they
are combined,  i .e . ,  determin ing J < 1,  ' : l=  1,  or  ' I  >1 .
We exoerimented with various values of .a and found
the best empirical value is 1.5 in terms of the acceptable
percentage.

4. Sort the l ist of 50 key phrases with new weights and
select the top 25 key phrases.

5. Re-normalize the new weights of the top 25 key
ohrases.

5. Experiments and Evaluation

In th is  sect ion,  we descr ibe the methodology of  our  user
study and present  the evaluat ion resul ts .
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5.1 Exper imenta l  Methodology

We first present in this subsection how summaries of test
Web s i tes are generated,  and then d iscuss our  s tudy design.

5.1.1 Summaries of  Test  Web Si tes
In our work, all f ive key phrase extraction methods are used
to generate key phrases for 20 DMOZ Web sites, which are
used in our  prev ious summarizat ion research [35] .  These
sites are randomly selected from four DMOZ subdirectories
because they are either academic or commercial, and users
have more familiarity with them. Also these sites are of varyino
size.  The URLs are l is ted in  Table 1.

Softlvale/So1'twlre lin-clineerint

I  .  http:/ /rvwrv. ispras.ru/groups/casc/case.html

2. http:/ /rvww.ifpug.org

3. Irttp ://rvwr.v. mapf lee.cttm/sbf

4. http://rvwi.v.cs.c1 ueen su.calSoftware-FJn gineering

5. http:/ /r .vu,rv.sci.cmr.r.edu

Artitlcial lntel ligence/Acadernic f)epartments

6. http : l /rvw rv.cs. u al belta.cal-ai

7. http:/ /r .r ,wr.v.ai.nt i t .edu

l l .  http:/ / ' ,vu,rv.aiai.ed.ac.uk

9. http:/ /www.ai.uga.edLr

I 0. http:/ /ai.  urvaterIt lo.ca

\4ajor Companies/Publ icly ' Iraded

I I  .  http:/ /rvwrv.aircanada.cl

[  2. http:/ /rvu,rv.cisco.com

l -3. http:/ /rvu,w.nticrosoft.com

I 4. http:/ /rvwr. i , .  nortelnetworks.com

I -5. http:/ /wrviv.oracle.corn

E-Com mcrcc'/Tech nol ogv Vendors

i 6. Ir t tp:/ /wwr.v.adhesiontech.com

1 7. http:/ /rvu'rv.ast i-global.com

I l l .  http:/ /rvww.contmcrceonc.coln

I 9. http://u",vrv. get-qilmma.co1l

20. http://u,rvrv.rdntcorp.coln

Table l. URI-s of the 20 test Web sites selected from tirur DMOZ
subdi rcctories.

Furthermore, key sentences are extracted from each of the
20 Web sites based on the presence of key phrases [35].
Each Web site summary consists of 25 key phrases and 5
key sentences. Table 2 presents a Mixture-based summary
for  the Sof tware Engineer ing Inst i tu te (SEl)Web s i te10.  These
summaries are pr inted out  and presented to the human
subjects in our user study outl ined below.

5. '1 .2 Study Design

Eva lua t i on  o f  au toma t i ca l l y  gene ra ted  summar ies  o f t en
proceeds in intrinsic mode, where summaries are compared
a g a i n s t  a  g o l d  s t a n d a r d ,  o r  i n  e x t r i n s i c  m o d e ,  w h i c h
measures the uti l i ty of summaries in performing a particular
task (e.9. ,  s i te  browsing) .

"' http ://rv u, w. sci.cr.r.ru.cd u

Part |. top 25 key phrases

entinecl ing inst i tutc, sof twarc enginccring inst i tutc. softwarc
e n g i n e e r i n g ,  s y s t e m .  s o f t , " v a r e .  p r o d u c t  l i n e ,  p r o d u c t ,
infbrmation, softr.vare architecture. carnegie mellon u n i  velsi t5,,
o r -uan i  z l r t ion .  a rch i tec tu re ,  capab i  I  i t1 .  matur i t y .  i  n  s t  i  tu tc ,
progrtrm, course, research, carnegie, capa,bi l i ty ntaturi ty rnodel.
def 'ense. developrnent. teanl, ( lepartment, tefm. component

Part I l. top 5 key senterces

l .  The Sottrvare Engirreering lnst i tute (SEi) is a lederal ly funded
resea lch  and deve loprnent  center  sponsored by  the  U.S.
Department of f)cf ense ancl opcrated by Carnegie Me l lon
Univers i ty .
2. l 'he onl ine velsion of the Annual l leport ol the Sott ivale
l ingineering lnst i tute (SEl), repolt ing on f iscal year 2002. is
avai lablc at http:/ /www. sci.cntu.cdu/annual-rc.port/ .
3. The Softrvare Errgineering Inst i tutt- (SEl) sponsors. ct 'r-
spclnsors, ancl is olheru,ise involved in many events throughout
the ycar.
.1. The So{irvale Engineering Institute ol'fers a nurnber ol courscs
and t l l i n ing  op l ) ( t r tun i t ie \ .
5. The Software Engineering Inst i tute 1Sl: l)  helps organizations
a n d  i n d i v i d u a l s  t o  i m p r o v e  t h c i r  s o l ' t w a r e  c n g i n c . . r ' i  n g
rnanagement practices.

Table 2. A Mixture-basccl surlmary f 'or t l ie Soiiwarc Engineering
Inst i tu tc  Web s i te,  consis t ing of  25 kc1, 'phrases ancl  5 key
sentellces.

In this work, we aim to investigate how well different types of
summaries reveal the main contents of a given Web site11. In
o the r  wo rds ,  we  a re  i n te res ted  i n  t he  co r rec tness  and
completeness of  the automat ica l ly  generated summaries.
Our assumpt ion is  that  the subjects can def ine the most
essential topic of a given Web site well enough for the most
essential topic to be used as gold standard. To do so, we
conducted a user  s tudy where summaries are judged by
subjects using a golden standard of their own.
More explicit ly, we conduct a user study in a "within-subjects"

fash ion  where  human  sub jec t s  read  and  ra te  a l l  f i ve
summaries of a given Web site (in sheets of paper) based
on thei r  understanding of  how these summaries re late to
the most essential topic of the target Web site. Our study is
c lose to the in t r ins ic  evaluat ion in  the sense that  human
subjects rate the summaries against  a hypothet ica l  gold
standard of  thei r  own.  The study makes sense in that  Web
site summaries are expected to reveal the main contents of
Web s i tes.  Simi lar  s tudies in  which human subjects rate
documents or  phrases have been repor ted in  115,  17,  21 ,
301.
In our study, we focus on the "method" factor only. Other factors
such as "subject" (inter-rater reliabil i ty) and "Web site" (e.9.,
academic  vs .  commerc ia l )  m igh t  a l so  p lay  a  ro le  i n  t h i s
l ea rn ing  task .  I n te r - ra te r  re l i ab i l i t y  measu res  the  ra t i ng
ag reemen t  be tween  sub jec t s  i n  a  use r  s tudy .  l t  o f t en
calculates a score of how much consensus there is in the
ratings given by subjects. There are a number of statistics
that can be used to determine the inter-rater reliabil i ty. For
example,  lhe . jo int -prohuhi l i ty  of  agreement  is  a s imple
measure,  which takes the number of  t imes each rat ing (e.9. ,
1 ,2 ,  . . . , 5 )  i s  g i ven  by  each  sub jec t  and  then  d i v i des  th i s
number by the tota l  number of  rat ings.  [31] .  Invest igat ion of
lrWc acknou,ledge that thcre arc othcr crit ical Inctors in multi-
document sumntarizatior.r such as coherence. redunclancy decluctton.
and cornpression rate. u,hich we leave fbr future research.
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these factors is a tooic of future research.

For  each g iven Web s i te,  subjects are asked to do the
fo l l ow ing :

1. Browse the Web site and extract lhe most t:ssentiul
topic',which is defined as the entit),he:hincl thc llbh sire and
it.s nnin uc't ivi/r,. The most essential topic serves as the
representation of core contents of the target Web site.
For example, the most essential topic for the SEI Web
si te could be extracted as "Sof tware Engineer ing
I n s t i t u t e  a t  C M U  f o r  i m p r o v e m e n t  o f  s o f t w a r e
engineer ing management and pract ice" .

2. Read each of the five summaries of the target Web
site, which are generated based on the five key phrase
extraction methods, respectively.

3. Based on the relutedne.ts. which is defined as l le
o.\'tcnl to v'lticlr u .\unmdr.r elente nt (ke1, phrase or ke1,
,\enlen(e ) i.s relatetl to th(. tilost essential topic, rate summary
elements us ing a 1- to-5 scale (1 = not  re lated,2 =
poorly related, 3 = fairly related, 4 = well related, and 5
= strongly related).

We note that there are several "effects" such as fatigue and
practice (warmup) that could lead to "systematic bias", which
means subjects give bias to a particular type of summary.
One way to prevent such bias is to randomize the order in
which five different summaries of a Web site are presented
to subjects.

More specifically, for each subject we choose 10 different
presentation orders out of 120 possible permutations of f ive
summaries such that  the f ive summaries for  each of  the 10
Web sites are Dresented in a different order.

5.  1.3 Study Recrui tment

A related research reported in [4] asks 15 subjects to evaluate
f ive summarizat ion methods by col lect ing data such as
number of  pen movements in  the task of  browsing Web
pages using handheld devices.

In another  s tudy [15] ,37 subjects are asked to rate Web
pages, which are returned by three different search engines,
into "bad", "fair", "good", and "excellent" in terms of their uti l i ty
in  learn ing about  the search topic .  However,  no speci f ic
statistical analysis methods are reported in these two studies.
In [20], 45 subjects are divided into four groups to perform
task-based evaluat ion of  mul t i -document  summaries in  order
t o  d e t e r m i n e  w h e t h e r  m u l t i - d o c u m e n t  s u m m a r i e s
measurably improve user  per formance when using onl ine
news browsing systems for directed research.

A size of 20 subjects is sufficient for our study. Each subject
is asked to review 10 out of 20 Web sites such that each
Web site is covered by exactly 10 subjects. This means that
fo r  each  me thod ,  we  have  a  samp le  s i ze  o f  200  w i th
repl icat ion.

" l ' ab l e  
- 1 .  l ' . . , .  anc l  l )  r l l ues  o f  app l i , i ng  ANOVA on  each  pa i r  o l ' t he  f i ve

Kcvtenn,  ant l  lV l ix turc.  using thc f f rcasure of  aceeptablc pcrccntagc of  ke1, '

Participants are graduate students in computer science with
s t rong  read ing  comprehens ion  sk i l l s  and  Web  b rows ing
exper iences.  They are recru i ted because of  the technical
nature of the Web sites being summarized. Each subject is
provided a computer  wi th Internet  access and summaries in
hard copies.  They are requi red to f in ish the study in  a session
of two hours.

5.2 Summary Evaluation

In this subsection, we explain how to compare the quality of
key  ph rases  and  key  sen tences  ob ta ined  by  d i f f e ren t
methods based on statistical analysis of rating data collected
in the user study. Our main objective is to benchmark the five
key phrase extraction methods and investigate which method
yields a Web site summary with the best quality.

For each key phrase extraction method, we have a sample
size of 200 with replication. Let n,, tt., tt.,, n.,, and r. be the
number of  summary e lements that  receive a score of  1,2,  3,
4,  and 5,  respect ive ly .  Hence for  each summary,  I  =r  r -wi l l
be 25 for key phrases and 5 for key sentences, respectively.

5.2.1 Compar ison of  Key Phrases

We aim to evaluate and compare the five key phrase extraction
methods by an analysis of both ut'ct:ptuble perL'entdge and qtulit.t,
lalac. which are both calculated based on the ratinq data
obtained in the user study.

Analysis of Acceptable Percentage. Related research in
[30] defines acceptable key phrases as those that are rated
good or fair by human subjects.

In our work, acceptable key phrases and key sentences are
those that  receive a score of  3,  4,  or  5.  These summary
elements are reasonably related to the most essential topic
of  a g iven Web s i te.  In  other  words,  they correct ly  and
completely reveal the main contents of the target Web site.
The percentage, 1), is then formally defined as:

n . +  n , t +  t t i
P -  

= '  ,  
( 6 )

The five methods TFIDF, KEA, Keyword, Keyterm, and Mixture
achieve an average acceptable percentage of  0.55,  0.67,
0.59, 0.78, and 0.72, respectively. This indicates that the five
methods can be ranked as TFIDF, Keyword, KEA, Mixture,
and Keyterm, in ascending order of acceptable percentage
of key phrases.

We apply the One-Way Fully Repeated Measures ANOVA on
the acceptable percentage data and a significant difference
between the five methods (fone. = 23.421, P = 1.58 C-18; is
found at the 5% level. Further, we apply ANOVA on each pair
of the five methods. The ANOVA results are presented in

key phrase exlract ion rnethods.  i .e. ,  
' l 'F ' l t )F ' ,  

KBA, Key*ord,
ph rases.

Method KEA Keyworcl Keyternr Mixture

T F I D F F =  l 9 . l 2 l
p  -  |  < ? E  s

, :  _  ' )  ) l . l

l ' = 0 .  l - 1 7

l :  = 72.195

P = 3.478 "'
F  =  37 .071

/'= 2.(r8E "

KEA F = ll.0'lli

l ' �= 0.005

F  =  1 1  . 1 6 5

P  =  3 . 0 9 E '

F  =  -1 .051

1 ' �=  0 .082

Keyrvolc i F = ;18.312

P =  1 . - 5 0 E r l

F = 20.634

P = 7.38E "

Ke ytc-rm F-= 6.071)

[ ' �= 0.01"tr
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Table 3, which can be summarized as TFIDF - Keyword <<

KEA - Mixture < Keyterm and KEA << Keyterml2.

Ana l ys i s  o f  Qua l i t y  Va lue .  I n  add i t i on  t o  t he  accep tab le
pe rcen tage  measu re ,  we  a l so  a im  to  compare  the  f i ve
methods using the quulitv t 'aluc measure, which calculates
the average correctness score of summary elements. The
qual i ty  va lue,  q,  of  25 key phrases in  a summary is  def ined
as follows:

= i  l 7 7  x  1) -
( l =

\ 1 1

The  h ighe r  t he  qua l i t y  va lue ,  t he  more  accu ra te l y  t he
summary reveals the main contents of a site overall.

The acceptable percentage measure and the quality value
measure are intrinsically related to each other as they are
both based on users' ratings. The only difference is that the
former g ives equal  weight  to  ( i .e . ,  a  summat ion of )  the number
of summary elements with scores 3, 4, and 5, while the latter
gives different weights to summary elements with different
scores ( i .e . ,  number of  such e lements t imes the score they
receive).

The average quality values of key phrases extracted by TFIDF,
KEA, Keyword, Keyterm, and Mixture, are 2.85, 3.55, 3.46,
3.96, and 3.87 out of a possible 5.0, respectively. Hence the
ordering of methods in terms of quality values is exactly the
same as  tha t  ob ta ined  by  t he  accep tab le  pe rcen tage
measure. We also apply ANOVA on the quality values data.
W e  o b t a i n  t h e  s a m e  r e s u l t  a s  u s i n g  t h e  a c c e p t a b l e
percentage measure with the only exception that there is no
signi f icant  d i f ference between Mixture and Keyterm, i .e . ,
Mixture - Keyterm.

5.2.2 Comparison of Key Sentences

ln our  Web s i te summarizat ion f ramework [35] ,  once key
phrases are ident i f ied by a par t icu lar  method,  we fur ther
extract key sentences based on the density of key phrases.
We are interested in learning how good key sentences, which
a re  ob ta ined  by  us ing  d i f f e ren t  key  ph rase  ex t rac t i on
methods, wil l be from the user's point of view. Again, we are
using both the acceptable percentage and qual i ty  va lue
measures introduced in Equations 6 and 7, respectively.

The key sentences resulted from the five methods TFIDF,
KEA, Keyword, Keyterm, and Mixture achieve an average
acceptable percentage of  0.88,  0.90,  0.89,  0.90,  and 0.91,
respectively. The One-Way Fully Repeated MeasuresANOVA
on the acceptable percentage data shows that there is no
significant difference between the five methods (Fo nnu = 0.490,
P = 0.743)

However, we note that compared with the ordering of key
phrase extraction, KEA and Mixture have moved up in the
ordering of key sentence extraction, i.e., KEA is tied with
Keyterm compared to that KEA is worse than Keyterm in key
ph rase  ex t rac t i on ,  and  M ix tu re  i s  be t te r  t han  Key te rm
compared to that Mixture is worse than Keyterm in key phrase
extraction. This indicates that a mixture of single keywords
and mul t i -word keyterms can improve the key sentence
extraction performance. This also implies that key sentence
extraction is often dominated by a few "good" key phrases,
which are often ranked high in the key phrase list.

l t<< indicales a s ignrf  icant  d i l l 'erc 'nce wi th P.atuc <() .01:  < indicates a
signi f icant  d i f lerence u ' i th PvarncE (0.01,  0.051:  - indicates no s igni f icanr
, l i f l ' e r cn .e  r r  i t l r  I " , t u .  >  ( t . 0 - i .

The average quality values of key sentences resulted from
TFIDF, KEA, Keyword,  Keyterm, and Mixture,  are 3.87,  3.99,
3.94,  4.01 ,  and 4.02,  respect ive ly .  Hence the order ing of
methods in terms of  qual i ty  va lues is  s imi lar  wi th that  obta ined
by the acceptable percentage measure,  i .e . ,  the Mixture
method is the best in terms of key sentence extraction. The
ANOVA test  shows that  there is  no s igni f icant  d i f ference
between methods (Fonnu = 1.145,  P = 0.334).

5.2.3 Gompar ison of  Summaries

Each  summary  cons i s t s  o f  25  key  ph rases  and  5  key
sentences, so the evaluation of the whole summary depends
on  use rs '  r e l a t i ve  p re fe rence  to  d i f f e ren t  pa r t s  o f  t he
summary. A simple survey in our study indicates that users
prefer to give equal weight to both parts of the summary"

Thus the quality value of a summary wil l be 
t/ 

i 
t/ '  

, where r7,,

and q, are quality values of key phrases and key sentences
(calculated using Equation 7), respectively. The ANOVA based
on summary quality values shows that TFIDF - Keyword <
KEA - Mixture -Keyterm and KEA < Keyterm.

A thorough user study is needed in future research to see
what  is  the best  s ize for  summary e lements and how the
m e t h o d s  c o m p a r e  w i t h  e a c h  o t h e r  w h e n  t h e  s i z e  o f
summar ies  change .

5.2.4 Comparison of Computational Cost

Regarding the computational complexity, it is observed that
on average, TFIDF, Keyword and KEA are roughly 12 times
faster  than Keyterm in extract ing key phrases f rom the
narrative text of a given Web site. Keyterm is much slower
main ly  due to the computat ional  complexi ty  of  NC-value.
Hence in terms of summary quality, Keyterm is the best choice
and Mixture is a good alternative in the automatic Web site
summar i za t i on  t ask ,  whe reas  i f  e f f i c i ency  i s  t he  mos t
important factor. then KEA is the best method.

5.2.5 Discussion

We evaluate the correctness and completeness of summary
elements in  an in t r ins ic  manner,  i .e . ,  we measure how wel l
different types of summries could reveal the core contents of
Web s i tes.  We are in terested in  learn ing why and in what
c i rcumstances one method outoer forms the other  in  th is
task.

It is not surprising that TFIDF is the worst method as it is
concep tua l l y  s imp le  t o  cons ide r  on l y  f ea tu res  o f  t e rm
frequency and document frequency. The Keyword method is
ab le  t o  t ake  advan tage  o f  t op i ca l  i n fo rma t i on  i n  t h ree
categories of text. However, it is mainly based on analysis of
a  wo rd ' s  ove ra l l  f r equency  i n  t he  documen t  co l l ec t i on .
Consequently, its performance is at the same level as TFIDF.
The KEA method uti l izes both the TFIDF feature and the first
appearance feature.  l t  prov ides a learn ing scheme where
prior knowledge of key phrases can be easily incorporated
as the learn ing model  is  conceptual ly  domain- independent .
Hence, it can find a better set of key phrases than TFIDF and
Keyword. The Keyterm method incorporates both statistical
information (frequency, term nesting statistic, and contextual
in format ion)  and l inguist ic  knowledge.  Consequent ly ,  i t  is
able to find the best set of key phrases. Finally, the Mixture
method has the advantage of obtaining a good mixture of
single keywords and multi-word keyterms, which are found
to greatly improve the performance of key sentence extraction.

Keyword and KEA are supervised methods which require
known phrases from training documents in order to obtain
the model. In contrast, TFIDF and Keyterm are unsupervised

( 7 )
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methods where no learning process is involved. Hence, they
are more pract ica l  when appl ied to appl icat ions wi thout
domain knowledge. However, the Keyterm method is more
sensitive to the amount of narrative text than the other three
methods as it prefers more narrative text to conduct the N(.'-
lolrrc, calculation.

It wil l be ideal to apply the Mixture method to obtain a good
set of candidate key phrases which can be further processed
in consideration of Web-specific features such as availabil ity
of phrases in meta data and anchor text. Also more advanced
learning a lgor i thm such as Support  Vector  Machines can be
deployed.  This wi l l  be a d i rect ion of  our  future research.

6.  Gonclus ion and Future Work

In th is  paper.  \^ . /e  benchmark f ive automat ic  key phrase
extract ion methods,  TFIDF, KEA, Keyword,  Keyterm, and
Mixture, in an extraction-based approach to automatic Web
site summarization. These methods extract key phrases from
the narrative text of a given Web site by applying information
retr ieval ,  machine learn ing and natura l  language processing
techniques.  Key phrases are in  turn used to extract  key
sentences from the narrative text that form the Web site
summary, together with the key phrases" We demonstrate
that  Keyterm is  s igni f icant ly  bet ter  than TFIDF, KEA, and
Keyword in  the automat ic  Web s i te summarizat ion task,  i .e . ,
summaries generated based on the Keyterm method can
s ign i f i can t l y  be t te r  revea l  t he  ma in  t op i cs  and  con ten ts
covered in the target Web site.

Future research involves several directions: 1) Investigation
of the subject learning factor to determine whether there is a
s igni f icant  agreement  d i f ference wi th in human subjects;  2)
Est imat ion,  v ia a user  s tudy,  of  the opt imal  number of  key
phrases and key sentences in summary formation, as well
a s  t h e i r  w e i g h t s  i n  s u m m a r y  q u a l i t y  c a l c u l a t i o n ;  3 )
Investigation of the uti l i ty of different types of summaries in a
par t icu lar  task,  e.9. ,  ask ing human subjects to answer a
predefined set of questions based on the Web site contents
or a particular type of summaries; 4) Evaluation of other factors
i n  m u l t i - d o c u m e n t  s u m m a r i z a t i o n  s u c h  a s  c o h e r e n c e .
redundancy deduct ion,  and compression rate.
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