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Abstract

Community Question Answering (CQA) services contain large archives of pre-
viously asked questions and their answers. We present a statistical topic model
for modeling Question-Answering archives. The model explicitly captures rela-
tionships between questions and their answers by modeling topical dependencies.
We show that the model achieves improved performance in retrieving the correct
answer for a query question compared to the LDA model. Our model can also be
used for automatic tagging of questions and answers. This is useful for providing
topical browsing capabilities for legacy Q&A archives.

1 Introduction

Community-based question answering (CQA) services [1] such as LinuxQuestions, Yahoo! An-
swers and Stackoverflow have recently become very popular. They enable members to ask questions
and have them answered by the community. They provide an alternative to traditional web search,
and allow users to directly acquire their information needs from other users. These services have
the potential of rapidly creating large archives of questions and answers. A considerable portion of
their archive can potentially be used as a valuable resource for the information needs of other peo-
ple. However, one of the main drawbacks of existing CQA services is that the archive information
is rarely exploited [2, 5, 6]. The high presence of redundant questions and answers is an indica-
tion. Moreover, many legacy question-answering archives lack semantic information necessary for
browsing the archive.

The main problem with current search features arises from the characteristic of natural language in
which semantically similar content can have different literal representations. Applying document
representation techniques that rely on word occurrence will generate different representations for
such content. Traditional lexical similarity measures are adequate if sufficient word overlap exists.
However, questions and answers on CQAs are typically of a short length and have sparse represen-
tations often with little word overlap. The problem is further exacerbated considering the fact that
different terminologies are used by users because their knowledge and expertise levels differ. Meth-
ods that bridge this vocabulary gap and enhance the representation of the documents by encoding
information about their semantic structure are needed.

In this work, we propose a probabilistic topic model for the content of Question-Answering archives.
We use the model for the task of Question Answering, in which existing question-answer pairs in the
archive are automatically retrieved and ranked given a newly submitted question. In the following,
we present a brief summary of our model and report some of our experiments and performance
results.



2 Methodology: Question Answering Topic Model

To enhance the representation of questions and answers, and encode information about their se-
mantics we propose a new topic model. Our model builds upon the common assumption in topic
models [3] that a document is a mixture of topics, where each topic is defined to be a distri-
bution over words. This assumption is appropriate for data from CQA services because ques-
tions are typically assigned multiple tags or topics. Furthermore, it is natural to expect that top-
ics in the answers are influenced by topics in the question. However, subjects raised in answers
are typically more technical and specific. This is because the knowledge and expertise of the
answerers and askers differs; answerers, who can be regarded as experts on the subjects, are
more likely to use terms appropriate for the particular realm of knowledge whereas the askers
may use less technical terminology. Answers may also contain additional topics that are corre-
lated to the topics in the question, topics that the asker was unaware of and are not explicitly
contained in the question. For instance, given a question about string manipulation, the answer
might contain topics such as regular expressions or pattern matching. Additional features rele-
vant to text processing languages such as Python or Perl may also be introduced by the answerer.
A simple topic model such as LDA [3] is incapable of
modeling the dependencies between topics in the answers
and topics in questions and may therefore prove to be in-
effective for such a setting. The aforementioned aspects
of topics in question and answers, emphasize the need for
a model that distinguishes between topics in questions
and answers and that can capture topic dependency and
correlation across the whole corpus.
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Using this intuition we introduce a model that incorpo-
rates two types of latent variables, question topic (Q-
topics) and answer topic (A-topics). We refer to our
model as Question-Answering Topic Model or QATM.
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Figure 1: Question-Answering Topic

Q-topics (8g) and A-topics (34) are Multinomial distri- Model (QATM). See text for details.

butions over distinct vocabularies for questions and as-
nwers respectively. We assume that there are K Q-topics
and L A-topics. Each word (ng) in question Q); is as-
signed to a Q-topic Zg,, drawn from a Multinomial distribution ), over Q-topics.

Each word (WXM_) in answer j of question ¢ is assigned to a A-topic (Z:L,j) that is conditioned on
a Q-topic (Y}fi’j). This Q-topic is drawn from the topic distribution of the corresponding question.
By conditioning A-topics in an answer on Q-topics drawn from the topic distribution of the corre-
sponding question, topics in answers are influenced by topics in the question and the model captures
such a dependency. This is done through the latent variable ¢, a K x L matrix. Each row k in ¢
defines mixture weights for A-topics corresponding to Q-topic k. This results in each Q-topic being
associated with a distribution over A-topics. Dirichlet priors are defined over all 6, and rows in
Bq» Ba and ¢ with parameters ag, ag,,, ap, and o, respectively. We use the plate notation to show
the QATM model in Figure 1.

3 Inference and Parameter Estimation

For doing inference, we need to compute the posterior probability of the latent variables Zg, Y4,
Za, 0g, ¢, Bg, and B4 given the input parameters oy, o B> QOB4s Qg and observations W and
W 4. Exact inference is intractable for the model. We use collapsed Gibbs sampling [4] to sample
the variables Z¢, Y4, and Z 4, integrating out g, ¢, B¢, and 54.

For our model, we sample Y4, and Z 4 jointly and Z) separately. We need to compute two condi-
tional distributions P(Z&, |Z5™, Y4, Za, Wg,Wa) and P(inwj, Zﬁm |YA7:,_7 , ZAM, 2o, Wa, Wa)
where Z(, represents Q-topic assignment for word n in question (); and Zé” denotes Q-topic as-
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Figure 2: Dataset extracted from Stack Overflow Q&A website (details provided in the text).

signments for all other words except the current word W . Moreover, Y = denotes the Q-topic
assignment for word n in answer j of question ¢ and Z7} A, represents the A- toplc assignment for the
same word conditioned on Y\, . We have
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where Cg“ is the number of times word v is assigned to Q-topic k. Moreover, Cég is the number of
times Q-topic k is assigned to words in question @; and C*% Ao, denotes the number of times A-topics
for words in the set of answers for question (); are drawn condltloned on Q-topic k.
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where C’ff is the number of times word v is assigned to A-topic /. Moreover, Cé is the number of
times an A-topic [ is drawn conditioned on a Q-topic & in the entire corpus.

4 Experiments

We evaluate our model on a real world dataset extracted from http://stackoverflow.com. Stackover-
flow is a programming Q & A website, where developers can share technical information amongst
themselves. To maintain an archive of high quality questions and answers, Stackoverflow employs
popularity voting and allows users to vote upon and edit questions and answers. The users’ con-
tribution to the website is represented by reputation points and badges, based upon which they are
granted more moderation capabilities and permissions. An archive of the content of this website
is released every two months. For our experiments, we used the January 2011 data dump. Some
statistics of this data are given in Figure 2.

When a question is posted on Stackoverflow, it is tagged with labels or tags. To extract a representa-
tive subset of questions and answers from the large archive available on this website, we examined
tag frequency and tag co-occurrence statistics, and manually selected a total of 21 tags. This subset
was chosen such that a similar tag distribution as the the original data collection was maintained.
The selected tags are shown in Figure 2.b. Subsequently, for each tag we randomly collected 200
questions (4200 questions in total). In addition, to allow the model to correctly learn the topic de-
pendencies of a question and its answers, we extracted the 4 most relevant answers for each question
using the scores given to answers by users based on their perceived relevance and correctness. At
the end of this step we had extracted 15822 question-answer pairs for the train dataset.

To compare the answer retrieval performance of our model with the LDA model, we extracted a
set of questions from Stackoverflow referred to as duplicates. These are questions that are similar
to one or more existing questions in the archive but use different words and structure. Because
they increase the archive’s redundancy, duplicates are considered as a negative feature of CQA
websites. Therefore, Stackoverflow users identify, vote upon and close such questions. We also
tried to construct this “ground-truth” test dataset so that its tag distribution was similar to the tag
distribution of our training dataset. This can be seen in Figure 2.a.
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Figure 3: QATM retrieval performance compared to the LDA model in terms of Mean Average

Precision (a) and TopN (b) measures.
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Figure 4: Topical dependencies captured by QATM with examples of Q-topics and A-topics repre-
sented by thier first 20 most probable words

We compare our model to the LDA model in terms of retrieving the right answer and report TopN (
Mean Reciprocal Rank considered at a cutoff N ) and Mean Average Precision (MAP) performance
measures [7]. The latter emphasizes ranking relevant documents higher; this is important because
each duplicate can have multiple correct answers (each query question can have several relevant
answers). Results for MAP at various numbers of topics are plotted in Figure 3.a. Our model has
two sets of topics, Q-topics and A-topics. Since the Q-topics in our model are similar to topics in
the LDA model, when comparing to the LDA model, we report three MAP performance values for
our model. Given the same number of topics for both models, we report an average, worst and best
performance over a range of A-topic numbers for our model. These are denoted by QATM-Average,
QATM-Worst and QATM-Best respectively. The results show that our model performs significantly
better than LDA. Figure 3.b shows the TopN retrieval performance of the two models. Our model
outperforms the LDA model. This indicates that our model can be used in combination with other
information retrieval methods for improving results.

Our model is capable of capturing topical dependencies between questions and answers. Examples
of topics from a model trained with 140 Q-topics and 120 A-topics are shown in Figure 4. Each
topic is represented by its first 20 most probable words. In addition, the graph in Figure 4 shows the
dependencies discovered between topics in questions and answers.

5 Conclusions and Future Work

We present a statistical topic model for question-answering archives. The model takes advantage
of the assumption that topics in answers are dependent on topics discussed in questions. We apply
the model to retrieve existing answers in the archive for new questions. Evaluating such a system is
often challenging. We used information in Stackoverflow to extract a set of questions for which the
right answers exist in the archive and are identified by users. This test subset makes quantitatively
evaluating any answer retrieval model easier. Comparison of our model with the LDA model shows
significant improvement in retrieval performance. Our model appears capable of capturing topic
dependencies in questions and answers.

Our model can be used for automatic tagging of questions and answers on legacy Q&A websites
lacking semantic information for browsing information. We are going to compare our tagging per-
formance with the available tags on the Stack Overflow website for questions in our dataset.
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