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Abstract—Functional connectivity (FC) patterns from resting-
state fMRI data provide relevant information for understanding
brain function. In this research, we propose a representation
of FC patterns in the form of a sparse graphical model that
characterizes brain dynamics. Given that neurological processes
typically involve specific brain regions interacting with only a
few other regions for given tasks, it is reasonable to introduce
sparsity into a graphical model to describe brain dynamics
better. However, a challenge in constructing individual Gaussian
Markov networks for each subject’s rs-fMRI data set is the
small number of time points in clinical data. This limitation
can lead to unreliable and inaccurate estimation of precision
metrics. Therefore, we propose a novel three-step approach that
reduces the spatial information of the individual-level based
on propagating information from group-level to individual-level
analysis. In addition, this approach simultaneously considers dif-
ferent sparsity patterns outside each group and similar sparsity
patterns inside each group, considering individual variability. We
evaluate the effectiveness of our approach by training the model
to differentiate between spinocerebellar ataxia patients (SCA3)
and healthy controls. Our results show that our proposed method
outperforms other state-of-the-art methods in performance and
interoperability. Moreover, our approach gives an explainable
subset of FC patterns, which includes information on regions
and connections that are conditionally independent and can be
used for future studies of SCA type 3 patients.

Index Terms—Functional connectivity, Graphical LASSO, rs-
fMRI, Gaussian Markov Network

I. INTRODUCTION

Resting-state functional magnetic resonance imaging (rs-
fMRI) studies a subject’s spontaneous neural activity while
resting and performing no predefined task. The rs-fMRI data
comprises a time series of neural activity measurements across
three-dimensional spatial coordinates. Functional connectivity
(FC) networks refer to regions of the brain that are spatially
apart but temporarily correlated [1]. Previous studies have
underlined the potential of FC patterns derived from rs-fMRI
data as imaging biomarkers in neurodegenerative diseases [2].

Spinocerebellar ataxia type 3 (SCA3) is a neurodegenerative
disease and the most common autosomal dominantly inherited
ataxia worldwide [3], [4]. The research in [5] reveals the
potential for FC being a biomarker for SCA3. In addition,
the accurate estimation of FC on an individual subject level
is a crucial prerequisite in recognizing disease-specific FC
patterns.

Model-driven approaches like seed-based analysis require
prior knowledge to define the seed [6]. However, selecting
the appropriate seed for rs-fMRI studies poses a consider-
able challenge. Data-driven approaches such as independent
components analysis [7] make it difficult to interpret each
component’s latent spatial map and determine pairwise FC
between specific brain regions. Existing methods that estimate
pairwise FC based on statistical conditional dependencies be-
tween regions often fail to adjust the sparsity in FC patterns to
account for inter-subject variability within each group. Bearing
these challenges in mind, our work employs probabilistic
graphical modeling to estimate pairwise FC networks for each
subject.

Due to the complexity of the neural activity, the exploration
of statistical dependencies are usually modeled probabilisti-
cally under the assumption of Gaussian distribution [8].

In our proposed method, based on the assumption that
neural activity across multiple regions of the brain follows
a multivariate Gaussian distribution, we use a sparse Gaussian
Markov network (SGMN) model to represent the pairwise FC
estimation for each subject. We evaluate this new representa-
tion of rs-fMRI data by training an individual-level SGMN for
SCA3 detection.

In this paper, we make the following contributions:
1) Introducing a method that enables the application of

SGMN models to rs-fMRI clinical data, particularly with
short time series.

2) Evaluating SGMN for estimating individual-level pair-
wise FC with the aim of SCA3 detection.



II. RELATED WORK

Functional connectivity patterns allow us to study the tem-
poral statistical dependencies between brain regions, com-
monly defined by correlation-based statistics such as Pearson
correlation coefficients. However, this pairwise approach fails
to capture the conditional dependency between regions when
determining the correlation value of two regions without
considering information from other regions.

Probabilistic graphical models provide a robust approach
for capturing complex dependencies between regions of the
brain [9]. Therefore, we model the brain network as a graph
where the nodes represent the regions of interest, and the
edges represent functional connectivity between regions of
interest. The inverse covariance matrix of multivariate normal
distributions is advantageous since it allows the imposition
of sparsity in a graph [10]. Furthermore, it is a well-studied
phenomenon that during a neurological process, specific brain
regions interact with only a few other regions [11], [12].

In the group graphical Least Absolute Shrinkage and Se-
lection Operator (LASSO) approach [13], an additional reg-
ularization parameter imposes the sparsity patterns that are
shared among different groups. However, this approach does
not consider both different sparsity patterns outside each group
and similar sparsity patterns inside each group.

As an alternative, previous reports have demonstrated the
use of Markov networks on fMRI data. In [14], Huang et al.
use graphical LASSO in a sparse graphical model to estimate
FC as a biomarker for Alzheimer’s disease. Narayan et al.
[15] used a Markov network to model the brain functional
connectivity of rs-fMRI data to investigate how FC patterns
differ between healthy subjects and patients with Autism.
However, these approaches do only consider individual vari-
ability, and do not take group-level information into account.
In our approach, we incorporated sparsity into the graphical
model of FC using the Graphical LASSO. Additionally, we in-
corporate the group-level information by pruning connections
and regions on the Individual-level graphical model, which
allows for further improvement in the reliable estimation of
FC.

III. METHODOLOGY

We use the undirected graph G = (ν, ε) as a mathematical
representation to model our network [16]. The nodes (ν) repre-
sent brain regions, and the edges (ε) represent the FC strength
between regions. We built our model based on two main
assumptions: (1) each time point of the rs-fMRI time series
is independent and identically distributed, and (2) the neural
activity across various brain regions follows a multivariate
Gaussian distribution.

A. Sparse Gaussian Markov Network (SGMN) on rs-fMRI
Data

For the given undirected graph G, a set of variables
{x1, ..., xROI}, representing the time signals of regions of
interest, form a Markov network when they satisfy the pair-
wise Markov property, which says that any two non-adjacent

random variables are conditionally independent given all other
variables:

xu ⊥ xv|xν−{u,v} (1)

Assuming that neural activity of brain regions follows a
multivariate Gaussian distribution x ∼ N(µ,Σ) defined by n
dimensional mean vector µ and a symmetric n×n covariance
matrix Σ. Here n represents the number of regions, and in
the precision matrix (i.e., inverse covariance matrix) Σ−1,
zero values in the off-diagonal entries represent conditional
independence. With this in mind, the problem of determining
the Gaussian Markov network will be diminished to estimating
the precision matrix. A straightforward metric to estimate our
Gaussian Markov network is to measure the probability of our
data given the model with likelihood function Eq. (2), where
the goal will be to maximize the penalized likelihood function,
formulated as:

max
Ω

log(|Ω|)− tr(SΩ)− λ||Ω|| (2)

Where S is the empirical covariance matrix, Ω is the
precision matrix, tr() is the trace function, and λ is the sparse
regularization parameter [17].

To solve this optimization problem, we use a single graphi-
cal LASSO (SGL) [18] to estimate the precision matrix. SGL
ensures a positive and symmetric precision matrix, which we
utilize in its normalized form to represent the estimated FC of
the SGMN model.

B. The Proposed Three-Step Model

The main limitation to apply Gaussian Markov networks
on individual rs-fMRI datasets is the low number of temporal
points typical of clinical data. The ratio between sample size
and the number of variables significantly impacts graphi-
cal LASSO’s performance. Consequently, this can result in
unreliable and inaccurate estimations of precision metrics.
Therefore, we propose a novel three-step approach that reduces
the spatial information at the individual-level by propagating
information from group-level to individual-level analysis. Fig.
1 illustrates a general overview of the proposed three-step
method.

1) Pre-processing: Working at the voxel scale, given the
low temporal resolution of the subject’s rs-fMRI scan, is
computationally challenging when using machine learning
techniques. This is well-known as the small n, large p problem,
where n is the number of instances and p is the number
of features [19]. The Automated anatomical labeling (AAL)
atlas provides a well-established anatomical parcellation of the
brain designed for MRI analysis [20]. Therefore, we use the
AAL [21] atlas that subdivides the brain into 120 regions
of interest (ROIs) to extract the time series for each ROI.
With 340 time steps for each subject, the raw rs-fMRI data
results in a matrix of 340×120 for each subject’s record. Fig.
2 illustrates an overview of the preprocessing step.

We normalize the data to a mean of zero and a standard
deviation of one for each subject over the time series of each



Fig. 1: Building the individual-level Sparse Gaussian Markov Network (SGMN) model for the rs-fMRI classifier based on
the information we pass from the group-level SGMN model in three steps: First, the group-level SGMN model is built by
aggregating the rs-fMRI data of all subjects in each group. Second, the selected connections and regions that best represent
the group-level SGMN model are extracted using a thresholding technique. Finally, the individual-level SGMN is constructed
based on the pruned regions and connections.

region separately. We then randomly split the data into training
and test sets, in which 70% of the data, including patients and
controls, is used for training. Given the assumption that time
series data points are independent, we have 340×X samples
for our training data set and 340×Y samples for the test data
set (where 340 is the number of time steps in each record,
X is the number of subjects in the training set, and Y is the
number of subjects in the test set).

Fig. 2: We used the AAL atlas within the rs-fMRI pre-
processing pipeline for the definition of in total 120 anatomical
ROIs

2) Group-level SGMN model: This step aims to build a
group-level SGMN and extract the subset of regions and
connections that best represent each group. For this reason,
we aggregate the rs-fMRI data of all subjects in each group,
known as the group-level data, and train the SGMN model on
70% of the full data. The aggregated data will have the size
340N×120, where N depends on whether we are building the
training or test samples of the groups. We build the graphical
model by training two SGL models, one for the healthy control
group (HC) and one for the patient group (SCA3). For testing
the model, we calculate the likelihood of each new subject’s
data belonging to each of the built group-level SGMN models.
Fig. 3 illustrates the steps of the group-level analysis.

3) Extracting selected connections and regions: From
the group-level SGMN model, through a connection-pruning
block, we acquire a subset of connections that strongly distin-
guishes between two groups. This process has two main steps:
(1) removing weak connections and (2) applying thresholding
the difference matrix of the final FC patterns of the two

Fig. 3: The group-level Sparse Gaussian Markov Network
(SGMN) model aggregates the data for each group. Subse-
quently, based on this aggregation, one SGMN model is built
for the healthy control group (HC), and another is built for
the patient group (SCA3).

groups. We tune the threshold value based on the individual-
level classification performance. Based on the threshold value,
connections that did not allow differentiation between the
two groups are pruned from both group-level SGMN mod-
els. After the connection-pruning step, the resulting regions
and connection of the HC and SCA group were combined,
and this combined set is used for further analyses. In this
approach, we impose sparsity at the individual level based on
existing sparsity patterns between groups and similar sparsity
patterns inside groups. We pass the summary of group-level
information as an explainable subset of FC patterns to build
our individual-level SGMN model.

4) Individual-level SGMN model: In this step, we construct
one SGMN model for each subject to represent FC patterns to
train our classifier. The graphical model of each subject is built
based on the regions selected in the group-level SGMN model.
On the updated subject’s data, we train a separate SGMN for
each subject and estimate the FC with a precision matrix as
its new representation. Next, we mask the precision matrix to
the selected number of connections to impose final sparsity
patterns inside each group (Fig. 5). Finally, this allows the
establishment of individual FC pattern representations, which
can subsequently be used for the classification task.

After this step, the new representation of the individual-level
FC pattern is ready for SCA3 detection.

We consider the same sparsity level when training the



Fig. 4: The Connection-pruning block, in which selected
connections and regions are extracted based on the group-level
model. Connections with insignificant roles in differentiating
the two groups are pruned. The union of the remaining
connections is then used to build the explainable subset of FC
patterns, which is then used in turn to build the individual-
level model.

SGMN for each subject. We tune the sparsity regularization
parameter on the training data set over the same range we
used for our group-level analysis. After extracting the new
representation for each subject and regularization parameter,
we evaluate the sparsity level with an external classifier.

Fig. 5: The Individual-level Sparse Gaussian Markov Network
model, in which each subject’s data is constrained based on
the selected regions, to train for FC estimation. We use the
selected connections to impose the final sparsity pattern. The
data is ready for training with a binary classifier at this step.

IV. EXPERIMENTS AND RESULTS

A. rs-fMRI Data
Using data from the European Spinocerebellar Ataxia Type

3/Machado-Joseph Disease Initiative (ESMI) cohort study, we
performed our analysis on datasets from 42 ataxic SCA3
mutation carriers and 36 age- and sex-matched healthy con-
trols from eleven European and US sites. MRI datasets were
acquired on 3T Siemens (Erlangen, Germany) scanners (5
Prisma, 1 Skyra) operating under Syngo MR E11 software
and using body coil transmission and a 32-channel receive
array.

B. Baseline
To validate our approach, we compare the results with

two baselines. These baselines differ in how they define the

representation of the FC pattern of rs-fMRI data for training a
classifier to distinguish between healthy subjects and patients.
In the first baseline, we use the rs-fMRI data, assuming that
each time point is an independent sample; we will have a
training data size of 340×X samples with 120 feature sets. For
the second baseline method, we calculated a FC matrix using
a pairwise Pearson correlation. Currently, this is a commonly
used approach to represent functional connectivity. In this
approach, we have a training data set of X samples with 7,140
features.

C. Classifiers

In order to evaluate the different approaches, we considered
four different traditional machine learning techniques: Logis-
tic Regression (LR), Random Forest (RF), Support Vector
Machine (SVM) with both linear and Radial Basis Function
(RBF) kernel, and K-nearest neighbors (KNN). To implement
these models, we use the default implementation provided by
scikit-learn [22]. We calculate the sensitivity, specificity, and
overall performance metrics to evaluate different approaches.
We define the performance as the average of sensitivity and
specificity.

D. Hyper-Parameters

The threshold hyper-parameter controls the degree of spar-
sity based on different FC patterns between the two groups.
In the group-level approach, we consider separate sparsity
regularization parameters (λc for the HC group and λp for
the SCA group) to control the sparsity level of each group’s
graphical model. In the hyper-parameter tuning algorithm,
we perform five-fold cross-validation on training subset data
of five subjects. We selected the best model based on the
performance among all possible combination values. Among
all possible pairwise values in the range [0.001, 0.003, 0.005,
0.007, 0.01, 0.03, 0.05, 0.07, 0.1, 0.3, 0.5, 0.7] for sparsity
regularization parameters, the selected model has the value of
0.07 for λp and value of 0.07 for λc.

In the connection-pruning block, after normalizing the es-
timated precision matrix to −1.0 and +1.0, giving the partial
correlation values, we remove the weak connections with a
threshold of 0.1 on absolute values. The threshold value was
determined based on the data variance. For the threshold
mechanism, we decide on the threshold value based on its
performance on the individual-level GMN model with fixed
sparse regularization of 0.01 for both groups.

Table I shows the effect of different threshold changes
on the number of pruned connections and their influence
on the performance of the individual-level SGMN model
classification. The results are averaged over 40 runs on the
validation data set. The highest performance for both groups
was achieved at a threshold of 0.11. Based on this step, the
total number of 60 connections and 70 regions is defined as the
union of connections across all connections of two groups. On
the updated subject’s data, now containing 70 selected ROIs, a
separate SGMN is trained for each subject. Each subject’s data
has a size of 340×70, where only the 60 selected connections



out of the 2,415 possible connectivity values between the 70
regions are considered.

TABLE I: The effect of the different threshold values of
the difference matrix on the selected connections (CONN)
and regions (ROI). The model is evaluated based on its
performance of the individual-level SGMN model on a fixed
sparse regularization parameter of 0.07 for both groups.

Model Threshold CONN ROI Sensitivity Specificity

1 0.10 61 72 0.71 ± 0.10 0.66 ± 0.13
2 0.11 60 70 0.73 ± 0.09 0.80 ± 0.11
3 0.12 42 56 0.78 ± 0.11 0.53 ± 0.17
4 0.13 29 47 0.77 ± 0.10 0.63 ± 0.12

To build the individual-level SGMN model, we validate
the model using 70 percent of the data randomly selected
from each class, across a range of different values for sparse
regularization parameters. The best model’s sparse regulariza-
tion parameter has the values of 0.3 and 0.1 for λp and λc,
respectively with a sensitivity of 0.95 ± 0.05 and specificity
of 0.92 ± 0.07 on validation data set. We consider a sparser
graphical model of all subjects within each group to have
the same sparse regularization parameter for estimating each
individual’s SGMN model.

TABLE II: The effect of different sparsity parameter on
Individual-level SGMN model on the validation data set.
Results show that the sparser model for the SCA group will
perform better in classification.

Model λp λc Sensitivity Specificity Performance

1 0.1 0.3 0.88 ± 0.07 0.93 ± 0.06 0.90 ± 0.04
2 0.3 0.3 0.86 ± 0.07 0.84 ± 0.01 0.85 ± 0.05
3 0.3 0.1 0.95 ± 0.05 0.92 ± 0.07 0.93 ± 0.05
4 0.1 0.1 0.83 ± 0.11 0.84 ± 0.11 0.84 ± 0.05

E. Results

In the last step of our proposed method, where we build
the final model, we use the selected model and train it
on 70% of the entire data set after validation. To evaluate
our model, we used the classifiers described in Section IV
(part c) and presented the best results for each classifier.
Among these classifiers, SVM with a linear kernel has the
highest performance, except in the second baseline, where
linearity was not viable, resulting in SVM with an RBF kernel
demonstrating superior performance as the best alternative.

Table III shows a comparison of the proposed method
to the baseline models. For the baseline method, from the
full Pearson correlation matrix, we used the first 60 selected
connections based on the recursive feature elimination (RFE)
technique with a linear SVM model for the classifier.

DISCUSSION

This paper demonstrates that SGMN outperforms other FC
representations in terms of overall classification performance.
In the experiments where we compare the different FC esti-
mations on the test set (Table II), the overall performance of

TABLE III: Comparison of different models for SCA3 detec-
tion on the test set

Model Sensitivity Specificity Performance

Individual-level
SGMN model

0.93 ± 0.06 0.95 ± 0.07 0.93 ± 0.055

Group-level
SGMN model

0.71 ± 0.17 0.96 ± 0.07 0.83 ± 0.12

First baseline
model with rs-
fMRI

0.72 ± 0.03 0.55 ± 0.03 0.63 ± 0.03

Second baseline
model with Pear-
son correlation

0.82 ± 0.10 0.82 ± 0.08 0.82 ± 0.09

the individual-level SGMN is the highest. The performance
of the second baseline is as close as the performance of the
group-level SGMN. However, results from the second baseline
do not exclude the confounding effect of another brain region.

As shown in Table III, the SVM with a linear kernel
performed the best among all classifiers for both individual-
level and group-level SGMN, as well as the second baseline
with Pearson correlation. However, with the first baseline
based on rs-fMRI data, the data is not linearly separable,
and the SVM with RBF kernel performs best among other
classifiers.

Table II shows the importance of different sparsity levels
for each group in improving performance. Of particulate note
is that the related performance (sensitivity or specificity) is
higher for the group with a higher sparsity. Another strength of
our proposed method lies in its ability to control each group’s
sparsity level independently for considering the cases in which
patients and controls have different underlying sparsity pat-
terns.

In Figs. 6 and 7, we use the t-distributed Stochastic Neigh-
bor Embedding (t-SNE) [23] to compare the different repre-
sentations of FC. In Fig. 6, each point represents a single time
point from the rs-fMRI: in this case, it is very hard to separate
the two groups since they overlap significantly. In Fig. 7, each
point represents a subject after applying our method with 60
selected group-level functional connections: in this case, the
two groups are more likely to be easily separated. Also, we
can observe that the individual-level SGMN representation of
FC is more effective at providing separability than the Pearson
correlation representation.

As a by-product of our research, our approach produces an
explainable subset of FC patterns, which includes information
on regions and connections that are conditionally independent
and can be used for future studies of SCA3. However, dis-
cussing these connections is out of the scope of this report.

The t-SNE visualization of samples for various FC repre-
sentations highlights the inseparability of SCA (purple) and
HC (yellow) groups. Each point depicts the FC pattern of
the individual subject’s rs-fMRI data. Notably, FC estimation
with individual-level SGMN (b) is more effective in delineat-
ing separable groups in high-dimensional data than Pearson



Fig. 6: The t-SNE representation of the first baseline on rs-
fMRI data, illustrating the inseparability of SCA (purple) and
HC (yellow) groups. Each point represents a single time point.

correlation (a).

Fig. 7: The t-SNE visualization of samples for different FC
representations, illustrating the inseparability of SCA (purple)
and HC (yellow) groups. Each point depicts the FC pattern
of each subject’s rs-fMRI data. Note that FC estimation with
individual-level SGMN (b) is more effective in delineating
separable groups in high-dimensional data than Pearson cor-
relation (a).

(a) Second baseline: Pearson
correlation

(b) Individual-level SGMN
representation

CONCLUSION

This paper proposes a three-step approach for FC estimation
in a sparse Gaussian Markov Network framework by enforcing
group-level sparsity patterns. We evaluated our approach by
training a SGMN model for SCA3 detection. Our method finds
the most critical connections between brain regions to make
detecting the disease easier for a machine learning classifier.

As shown by our experiments, our approach displayed better
performance when compared to other state-of-the-art methods
for detecting SCA3 directly from the patients’ rs-fMRI, even
with a low number of time points.

An essential finding of this work was the importance of
imposing sparsity inside the GMNs: this made our method
much more efficient than other state-of-the-art methods while
displaying superior performance. Another advantage of sparse
graphic modeling is that it is closer to the actual biological
behavior of the brain and leads to fewer connections, making
it easier to interpret. In addition, the final sparsity pattern takes
into account distinct sparsity patterns across groups, while also
accounting for shared sparsity patterns within each group, with
the consideration of individual variability.
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