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Abstract

Give a brief overview of what you have achieved.

1 Introduction

Introduce your project topic (start from parallel computing in general and lead to your
particular topic). Describe your project goals. Describe what you have achieved in your
project. Outline the structure of your paper. (In Section 2, we will review the relevant
literature. Section 3 will present the results of our project. In Section 3.1, ... Section 4
concludes the paper.

2 Literature Review

Give an overview of the relevant literature. Cite all relevant papers, like [2], [3], [4], and
[1]. Outline for each paper the relevant results in relation to your project. Make sure that
you don’t just list all relevant papers in random order. Devise a scheme to group papers by
subject. The goal of this section is to present to the reader the state-of-the-art in the field
selected for your project.

3 Project Report

Present the results of your project. Add subsections as appropriate...

3.1 Subsection 1

3.2 Subsection 2



3.3 Subsection 3

You can also have figures in your paper. Figure 1 is a typical example of an experimental
evaluation result. Such graphs are ususally created with GnuPlot. Figure 2 is an example
of a drawing created with mdraw or epsfig.
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Figure 1: Measured Running Times Of Some Unknown Algorithm Implementation
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Figure 2: XYZ and Hilbert Packings

4 Conclusion

The “moral of the story”: What have we learned? What did we achieve? What did we not
achieve? What would we do better next time? Possibilities for future research...
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