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Abstract

Performanceof peerto-peerresouce sharing networks
dependsuponthe level of coopeation of the participants.
To date cash-basedsystemshave seemedtoo comple,
while lighter-weight credit medanismshavenot provided
strongincentivedor coopeation.

We proposesxchange-basednedanismghat providein-
centivesfor coopeation in peerto-peerfile sharing net-
works. Peers give higher servicepriority to requestsfrom
peess that can provide a simultaneousand symmetricser
vice in return. We genealize this approad to n-way ex-
changesamongrings of peess and presenta seach algo-
rithm for locating sud rings. We have usedsimulationto
analyzethe effect of exchanges on performance Our re-
sults showthat exchange-basedmedanismscan provide
strong incentivesfor sharing offering significantimprove-
mentsin servicetimesfor sharinguseis compaedto free-
riders, without the problemsand compleity of cash-or
credit-basedystems.

1. Intr oduction

Peerto-peersystemsprovide a powerful infrastructure
for large-scaledistributed applications,mainly becauseof
thewide-spreadooperatieresourcesharingamongpartic-
ipants.Cooperatiorandthe existenceof a critical massof
participantswith sufficient resourcesare key elementsfor
enablinga variety of novel applicationssuchasfile shar
ing, large-scalecontentdistribution, and distributed data
processingPerformancean suchsystemsdependson the
level of cooperationby the systems participants.While
mostexisting peerto-peerarchitecturehave assumedhat
participantsaregenerallycooperatie, thereis growing ev-
idencefrom widely deployed systemssuggestinghe oppo-
site.For instancepnestudyof the Gnutellafile sharingsys-
tem shows that almost70% of the peersonly consumere-
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sourceshut do not provide ary files [7]. Theresultof this
non-cooperatiorcanvary betweentolerableservicedegra-
dationand completesystemcollapsedependingon design
goalsandperformanceequirements.

Suchproblemshave recentlymotivatedwork on incen-
tive mechanismdor peerto-peer systemsthat stimulate
cooperationbetweenself-interestedoarticipants.Systems
suchas KazZaA [3] attemptedsomerather naive methods
whereeachpeerannouncedts “participationlevel”, com-
putedlocally asafunctionof uptime,downloadandupload
volume, and give priority to remotepeersthat claim high
participationlevels. However, this is easily subvertedbe-
causepeerscanclaim anything. Simple softwaremodifica-
tionsto dothisareeasilyaccessibl¢2] andwidely used[1].
Other proposalsto date require the use of a credit sys-
temwhich canbe eithercentralizedor decentralizedCen-
tralizedmechanism$4, 17] (e.g., usingmicropaymentss-
suedby a trustedsener or a centralizedtransactiorclear
ing center)inherit the typical disadwantageof centralized
designsthey introducea single point of failure,they may
put a significant burden on a single peer and, perhaps
most importantly it may be hard to designthe right in-
centvesfor one or more peersto take up sucha demand-
ing and sensitve role. Recentproposalsfor decentralized
credit mechanismg24, 18] are basedon distributed hash
tables(DHTS) [25, 23, 21] and thereforeinherit another
setof problems.For instance heterogenousode capabil-
ities make efficient allocationdecisionshard,transientpeer
participationmay significantly stressreconfigurationper
formance,andthereare known classef attacksthat are
likely to be directedagainstthe credit systemgivenits im-
portancg13].

As analternatve, we examinea lighter weightapproach
thatavoids mostof the complexities of creditmechanisms.
Ratherthanbuilding a systembasedn principlesof mone-
tary or crediteconomiesyve structurethe systemasa more
primitive exchange or barter economyUsersdirectly trade
resourcesbetweenthemseles, so little or no long-term
bookkeepingis required.Requestérom peersthatcanpro-
vide asimultaneoussymmetric servicein return(exchange



transfes) are given higher priority. The serviceneednot
bedirectly to the provider (a two-wayexchangg), but more
generallypriority is givento peerswho participatein N-
wayexchangesto which the provider currentlybelongs V-
way exchangesreimplementedasrings of N peerswhere
eachpeeris senedby its predecessandsenesits succes-
sorin the ring. Non-exchangetransfersare only sened if
no otherexchangeis possibleand peershave sparecapac-
ity. The preferencegivento exchangetransfersprovidesa
strongincentie for participantg¢o cooperate.

2. Exchangemechanisms

In this paperwe considera file sharingsystemwhere
eachpeerhasfixed uploadanddownloadcapacity The up-
load capacityis more likely to be the resourcebottleneck
thanthe downloadcapacity To managehe uploadlink, we
respondo all requestsn relatively large,equal fixed-size,
blocks. We assumethat the systemsupportspartial trans-
fersandthatpeerscandownloaddifferentpartsof the same
objectconcurrentlyfrom multiple sourcesTo focuson the
main point of this paper we ignore the details of object
lookup. We note that our approachcanwork with several
known searchmechanismcludingbroadcasin Gnutella-
like networksor aDHT queryin systemsdike Chord.When
apeeris interestedn anobjectit canuseoneof thesemeth-
odsto locateup to a certainfraction of peersthatcurrently
have the object.

Eachpeerhasanincomingrequestqueue(lIRQ) where
remotepeersregistertheir interestfor a local file. A trans-
fer to satisfyarequests initiatedif two conditionsaremet.
First,thelocal peermusthave uploadcapacity(at leastone
openfixed-sizeslot on the uploadlink). Secondgitherthe
transferis anexchange transfer or elseno otherrequesin
the IRQ is both an exchangetransferand satisfiesthe first
condition.

All exchangesare performedone fixed-sizeblock at a
time. Transfersareterminatedf oneof the two communi-
catingpeersdisconnectsif the sourcedeleteghe object,or
if the transferis completed.The transferterminateswhen
the first peercompletests own download, becausenbject
sizesmay differ andthe systemallows partial and concur
renttransfers.

Non-exchangdransfersareonly senedif noexchangas
possibleandthe peerhasa free uploadslot (althoughthese
slotsarepreemptvely reclaimedby exchangesasthey be-
comepossible) Peersvho sharemorearemorelikely to be
ableto participatein anexchangedirectly rewardingthem
with fastertransfers.Thus,the power of the proposedap-
proachis derived from the priority given by the systemto
exchangeover non-exchangeransfers.

1 Inadequatélovnloadcapacityterminateshetransfewhentheremote
nodecannotreceve its incomingrequestit terminatests outgoingup-
load,andissuegherequestigainwhenadownloadis feasible.

Figure 1. Two-way, 3-way and n-way ex-
changes

2.1. Exchangetransfers

Peersmustgive priority to exchangedransfersit is there-
fore imperatve thatfeasibleexchangeseidentified.

Two-way exchangesare easily detected Each peer A
regularly examinesits incoming requestqueueand deter
minesif, for ary pendingrequestthe remotepeerB has
someobjectthatA is interestedn. Although two-way ex-
changesare simple, unfortunatelyrequestsfrequently do
notresole into convenientpairs.

Fortunately it is easyto computefeasible N-way ex-
changeslLet G be the directedgraphwhoseverticesare
nodesin the peerto-peersystemandwhoselabelededges
representequestsAn edgefrom nodep; to p, with label
o, representarequesfrom p; to p» for objecto,. It is clear
thatany cycle of lengthn in G represents feasiblen-way
exchange.

How canwe computecyclesin G, a potentially enor
mous graph?First, we have empirically determinedthat
n-way exchangeswheren > 5, do not substantiallyim-
prove the likelihood of successfulexchangesover ex-
changesvheren = 5 (seeSection3). Thereforejt is suffi-
cientto searcHor cyclesin chainsof up to 5 predecessors.
Secondwe notethata requestfrom A in theincomingre-
guestqueueof B representanedgein G from A to B, and
thereforepeersalreadyhave informationabouta partiallo-
cal subgraplof G.

Each peermaintainsa requesttree as follows. A peer
with no incomingrequestdiasan emptyRequesiTree.For
peerswith non-emptyincomingrequestueueslet eachre-
guestin the IRQ include the contentsof its requesttree
(prunedto adepthof 4). A’sRequesfreeconsistf anim-
plicit root, A, asthe parentof the setof Requesflreesac-
comparying eachentryin theIRQ. Then, A caninitiate an
n-way exchangeif ary peerin the RequesfTreeowns ary
objectcurrently desiredby A. If a suitablepeeris found,
andthat peerappearsat depthn in the tree (the depthin-
cludes A asthe root), then we can constructa ring of n
peers,P; for 0 < i < n, eachcarryingobjecto; andre-
questingobjecto;.1)moqn - EaChpeerprovidesanobjectto
their predecessaindgetsan objectfrom their successor

A inspectgthe RequestTree beforetransmittingary re-
guestandafterreceving eachrequestPriorto transmission



of arequesfor objecto,, A inspectgheentireRequesiree
to seeif ary peerprovideso,. On receiptof eachrequest,
r, A needonly inspectthe incoming RequesfTree associ-
atedwith » — but it checksthe peersin theincomingtree
for anyobjectthat A still wants.

Note that at the time A decidesto requestobjecto, it
“discovers” a (possiblyincomplete)set of peerswho pro-
videobjecto,, butit only issuegequestso asubsetf those
peersLater, it canusetheoriginal providerlist to computea
cyclecontaininga peer p;, evenif it did notoriginally trans-
mit arequesto p;. At theinitial requestime, A hadno pref-
erenceor p; becaused hadnoway of knowing thatp; was
apotentialparticipantin ann-way exchange.

In practice, A mustcirculate a token throughthe pro-
posedring to determinewvhethereveryoneis still willing to
sene. Thering canbeinvalid for several reasonsFirst, in
thetime betweertheoriginal request&ndthering initiation
attemptsomepeeranayhave goneoffline, or crashedSec-
ond,otherpeersmayhave alreadyconstructedingsof their
own, includingsomeof A’sintendedparticipantgit is pos-
siblethatseveralpeersalongtheintendeccycle will attempt
to createthe samering roughly simultaneously).

Thetoken circulationalsonegotiatestransferrate.Each
nodecomputests availableuploadcapacity(managinghe
allocation betweenexchanges)and ensureshat the pro-
posedransferratedoesnot exceedit. The exchanges per
formedat the minimum of all proposedransferrates,and
eachpeercan redistritute excesscapacityto the next ex-
change.

Figure 2. A can be served by some object on
P9. The entire request tree is shown in (a).
The cycle for the 3-way exchang e that A tries
to initiate is shown in (b). P3 may have simul-
taneousl y disco vered a cycle through a tar-
get of P2 other than A. Both rings need P2,
so only one will be initiated successfull vy.

An interestingquestionis how to choosefrom different
feasibleexchangeghatcansatisfya givenrequestin prin-
ciple, a preferencdor larger rings shouldimprove overall
performanceasmorepeersare sered. On the otherhand,
peergrefersmallerringsasthesearctrostis lower, andthe
expectedexchangevolumeis alsohigherfor smallerrings,
as the probability of a peereither disconnectingor com-
pletingis higherfor largerrings. Assumingpeerscareless
aboutglobal performanceand more abouttheir own bene-
fit, thereis no clearincentive to put additionaleffort into
looking for largerringswhenevenatwo-way exchangehas
beenlocated.

2.2. Preventing cheating

Malicious peersmay attemptto cheatthe systeminto
giving equalpriority to non-exchangetransfersFor exam-
ple,apeercouldclaim thatthereis ananexchangeableb-
jectavailableandsene junk in exchangeor realdata.

Several mechanismgan be usedto addresghis prob-
lem with varying degreesof effectivenessLocal blacklists
can be usedto refuseserviceto cheatingpeers,but in a
largeanddynamicsystemnthisis likely to beineffective be-
causecheateranay performwell enoughevenif they can
cheateachpeeronly once.Cooperatie blacklistingis an
improvementbut it requiresadditionalmechanismsvhich
may themseles be subjectto attacks.In both casesthe
problempersistsf it is easyfor apeernto assumeanew iden-
tity thatis not blacklisted asis the casein mostfile-sharing
systemgoday|[14].

It is possibleto limit the damagedoneby cheatingby
exchangingblocks synchronouslyand validating eachre-
ceivedblock beforetransferringthe next one.This requires
atrustworthy sourceof informationof valid checksumsor
the blocks being transferred.The maximumbenefitfor a
cheateiin this casewould be equalto the block size.If the
block sizeis bezchange Dytesandthe round-trip time be-
tweenthe two peersis t,;; secondsthis limits the maxi-
mumexchangeaateto begchange /trie Dytes/secondAs this
may be lessthanthe slot capacity peersmay want to use
awindow protocolandincreasethe window sizeto fill up
the slot capacity-delayproduct,at the expenseof increas-
ing risk. A reasonablepproachwould be to startthe ex-
changewith a small window and increaseafter a number
of rounds.A cheatemwould needto have at leasta few real
blocksin orderto increasg¢hewindow. It is verylikely that
eventhis level of cooperationwould have a positive effect
onthesystemasawhole.

Another problemis that a peercould act as a middle-
manbetweertwo peershatcould performanexchangedi-
rectly with eachother, and obtainan objectwithout doing
ary usefulwork for the system.Specifically let usassume
that peer A hasobjectz andwantsobjecty, and peer B
hasobjecty andwantsobjectz. The cheatingpeerC, in-



terestedn objectz claimsthat he hasobjecty andwants
objectz whentalking to A, andthat he hasobjectz and
wantsobjecty whentalking to B. PeerC would startget-
ting blocks of y from B and exchangingthem for blocks
of z with A whichin turn arepassedo B for moreblocks
of y. In this scenario peerC doesnot contribute any use-
ful work to the system,andcanstill get high-priority ser
vice. If thisis allowedto happenthenthe exchange-based
incentvesbreakdown.

Tightercontrolis neededo addresshis problem,involv-
ing the useof atrustedpeerasa mediator Both directions
of thetransfercanbeencryptedeachwith asecrekey only
known to the sendingpeerand the mediator In the con-
trol headerof eachtransferblock, the sendingpeeralso
includesa peerof-origin identifier The control headeris
alsoencryptedsothatamiddlemarcannotmodify it. When
thetransferis completedthe trustedpeermediateghe ex-
changeof the secrekeys, afterensuringthatneithersideof
theexchangehascheatedThe mediatorcando this by ver-
ifying the validity of a small numberof randomlychosen
blocksfrom eachside of the transfer The keys are sentto
the peersindicatedin the control headerof thetestblocks.
In this way, a middlemanwould not be ableto decryptthe
blockshepeddledbetweerthetwo peersn thescenarialis-
cussedbove,andhis participationin thetransferwould of-
fer him no benefit.

Oneremainingissuewith this approacthis thatthe mid-
dlemancaninitially obtaintwo blocks, one for eachob-
ject peersA and B areinterestedn, and carry out small,
oneblock transferawith eachpeer andthenpresentinghe
newly acquiredblock for an exchangewith the otherpeer
Sincethepeercanstartthis processvith real datathatis not
encryptedthe protectionofferedby the mediatoris not suf-
ficient. We do not have a similar solutionfor this problem
but we canarguethat this way of increasingperformance
without doing ary usefulwork is unlikely to be possibleat
a large enoughscaleto be practicalfor cheatersasa gen-
eral strat@y. First, the cheatingpeerneedsto wait in low-
priority queuesto get the “bait” blocks anyway, for both
files,addingsomelateng to the processSecondthe num-
ber of potential“victim” peersdecreasewith the number
of blocksthe cheatethasavailable. Third, sincethe cheater
needsto have two blocks, one for eachpeer he is also
constrainedy the numberof peerpairsinterestedn those
blocks. Fourth, the cheaterwasteshis own resourcede-
causehe usespart of his uploadcapacityfor an objectthat
is totally uselesgo him. (Thisis awasteunlessheis inter-
estedn bothobjects.Otherwise he maybe betteroff using
this capacityfor real exchanges.Jifth, the peersheis tar-
getingarelikely to betalking to eachotheralreadysothey
may be uninterestedn whathe hasto offer, andthey may
have alreadycommittedall of their uploadcapacityto each
other Finally, additionalconstraintscould be designednto

peer | upload | has | wants [C1®
A 10 - X

B 5 X y ®[B]

Cc 10 y X ‘

D 10 y X LIy

Figure 3. Example middleman scenario re-
sulting in non-ring exchange

numberof peers 200
downloadcapacity 800kbit/s
uploadcapacity 80 kbit/s
ul/dl slotsize 10kbit/s
contentcatgories 300

uniform(1,300)
uniform(1,8)

objectspercategory
catgories/peer

catgory popularity f=0.2
objectpopularity f=0.2

objectsize 20 MB (all objects)
storagecapacityper peer(nr. of objects) | uniform(5,40)
queuefor incomingrequests 1000

maxpendingobjects 6
fractionof freeloadersn system 50%

Table 1. Basic simulation parameter s

thesystento discouragehisbehavior, suchasgiving higher
priority to longerexchanges.

Since usersare consideredto be self-inteestedrather
thanmalicious,the bestway to discouragehis behaior is
to offer an alternatie that givesthem better performance
atalower cost,is usefulfor the systemasa whole,andre-
spectgheirdesirenotto storeor shareobjects For instance,
considerthe scenarioof Figure3.

AlthoughpeerA hasno exchangeablebject,it is possi-
bleto substituteapureobjectexchangewith amixedobject-
capacityexchangeasshown in Figure3: peerB sendst to
A (5 uploadunits), peer A forwardsz to C and D (5 up-
load units eachfor a total of 10), andC' and D sendy to
B (5 uploadunits eachfor atotal of 10). In this scenario,
theresultis the samefor C' and D comparedo a pureob-
jectexchangeput both A and B increaseheir utility, since
B getsobjecty atarateof 10whenhewould normallyonly
be ableto getit atarateof 5, andpeerA getsobjectx at
arateof 5 whenhe would not be ableto participateat all
in a pure objectexchange Of course,this requiresa gen-
eralizationof the exchangemechanisnto non-ringtopolo-
gies,which we do not discussor analyzefurtherin this pa-
per.

3. Simulation

We simulateasmall,200-nod€file-sharingsystemwhere
eachpeerhasfixed andasymmetricuploadand download
capacitye.g., the availablecapacityis not affectedby other
usertraffic andthereis typically muchmoredownloadthan



upload capacity We assumethat the core network is suf-
ficiently overprovisioned,delay and loss are negligible so
that the only bottleneckin the systemis a peers connec-
tion.

The object popularity model is similar to the model
presented in [22] and consistent with real-world
measurements[16 Objects are organized in cate-
gories. Each peer is interestedin m categories, which
are selectedat initialization time. The popularity of a cat-
egory of rank i is computedas F! = 1/(1 + i.f.)
i.e., the probability of a requestfor an objectin cate-
goryiisp = F¢/ > 1", F!. For eachof them categories
assignedto each peer we also assign a local prefer
encedistribution with uniformly randomweightsfor each
catgyory. The local preferencedistribution is indepen-
dent of global popularity When a peerissuesa request,
it choosesa catgyory basedon the local preferencedis-
tribution, and then picks an objectin that categyory, also
basedon a distribution where the popularity of an ob-
ject of rank i is computedas F! = 1/(1 + i.f,) and
the probability of a requestfor an objectin categyory i
is p, = Fj/ Y~y FJ. For f = 0 the distribution be-
comesuniform, andfor f = 1 it become«Zipf-lik e. Note
that measurementsf real-world file-sharingsystemssug-
gestzipf-likelocality[9].

Eachpeeris alloweda maximumnumberof pendingre-
guests.The requestrate is fastenoughso that this maxi-
mum s reachedandheld, at an early point in the simula-
tion, and throughouteachexperimenta new requests is-
suedas soonas a pendingdownloadis completed.Each
peercanstoreup to amaximumnumberof objects.We ini-
tially placeobjectson eachpeerbasedon the peers cate-
gory preferencesln regular intervals, peersexaminetheir
storageand remove randomobijectsif the maximumnum-
ber of objectsis exceededA peerpostponegemoving an
objectif it is usedin an ongoingexchange Although ob-
jectpopularityis zipf-lik e, the presencef a cachemalesit
likely thatary givenpeerwill requesta file only once(af-
terwards, it hits in the cache).This is both consistenwith
real-world measuremeni&sin [16]), andconsenrative with
respecto finding exchanges.

The systemparametergor simulationareshawn in Ta-
ble1.

3.1. Results

The key metricfor peerperformancen file sharingsys-
temsis objectdownloadtime. We measurehe meanob-
ject download time for sharingand non-sharingusersin
a non-exchange two-way, 5-2-way (e.g., choosinglonger
over shorterexchangerings), and 2-5-way (e.g., choosing
shorterover longerrings) exchangesystem.n Figure4 we
reportbehaior while varying systemload. As expectedas
the upload capacityis reduced,the meandownload time
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increasedor both sharingand non-sharingusers,but in-
creasedasterfor non-sharingcomparedto sharingusers.
This happendecausesthe systemgetsmoreloaded,re-
sourcesare shifted to sharingusersbecausewe prioritize
exchangesver non-exchangesand so a larger fraction of
the uploadresourceganbe givento usersthat canpartici-
patein exchangesFor 40 kbit/s uploadcapacitythe useof
two-way exchangegesultsin downloadtimesfor sharing
usersthatarelessthanhalf of the downloadtimesfor non-
sharingusersTheuseof higherorderexchangesn addition
to two-way (denotedas2-5-way and5-2-way in the graph)
givessharingusersfour timesbetterperformancehannon-
sharingusers Whenusingtheexchanganechanisntheim-
provementfor sharingusersis alsosignificantcomparedo
a systemwhere no exchangemechanismsare introduced
(“no exchange’in thegraph):downloadsareroughlytwice
asfastwhenexchangesreused.This obsenationsuggests
that sharingpeershave a goodincentive to deploy the pro-
posedexchangemechanism.

The benefitof seekingandusinghigherorderexchange
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ringsaswell astheeffectof scale(in termsof network size)
is shavn in Figure 5. We obsenre that thereis a signifi-
cantdifferencebetweenN = 5 and N = 2, suggesting
thathigherorderexchangesareindeedvaluable.However,
muchlargerrings (XN > 5) do not offer ary substantialm-
provement.We alsoseethat asthe network grows in num-
ber of nodes the differencein performancebetweenshar
ing andnon-sharingisersalsoincreases.

In Figure6(a) we presenthe distribution of the amount
of datatransferedper sessionWe seethatexchangesave
a highertransfervolume, as normaltransfersessiongend
to becanceledindreplacedy exchangesWe alsoobsenre
that the transfervolume is much higher for shorterrings
thanfor longer, asthereis a higher probability of a peer
completinga transferandthereforedroppingthe exchange
whentherearemary peerscomparedo whenthereareonly
two peers.This helpsexplain why higherorderexchanges
contribute lessthantwo-way exchangedo the overall im-
provementNotethatin the currentsimulationmodelpeers
always pick the first feasibleexchangein the searchpro-
cess.Theremay be otherfeasibleexchangeswith alonger
expectedlife-cycle. Thus,the systemcould be modifiedto
determinethe bestpossibleexchange at the expenseof in-
creasedearchtime andcost.

In Figure 6(b) we presentthe distribution of the wait-
ing timesfor differentclasse®f transfersThewaiting time
for a sessionis the differencein time betweenthe origi-
nal objectrequestand the startof a transfer We seethat
waiting times for non-exchangetransfersare substantially
worsethanfor exchangetransfers asthe systemgivesab-
solutepriority to exchangesThis differenceis the key rea-
sonwhy exchangeg@rovide significantlybetterperformance
to sharingusersThewaitingtime is only slightly worsefor
higherorder exchangescomparedto two-way exchanges,
meaningthatthis is not the causefor the relatively smaller
benefitof higherorderexchanges.

We also determinedthe effect of the object popularity
distribution on performanceln Figure 7(left) we shav the
meandownloadtime for differenttypesof exchangecon-
figurationsas a function of the objectand cateyory popu-
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larity factor f. As expected the differencein performance
betweersharingandnon-sharingiserancreasesisthefac-
tor f approacheq, resemblinga zipf-lik e distribution, al-
thoughthe relative benefitis significanteven when object
popularity is more evenly distributed. In this experiment,
thedifferencebetweerb-2-way and2-5-way exchangebe-
comesclearer andit seemshat 2-5-way performslightly
better not becausehey improve the performanceof shar
ing usersbut becausethey reduceperformanceof non-
sharingusersThis happendecausexchangdransferdis-
placenon-ecchangeransfersand2-5-way arelongerlived
on averagethan 5-2-way, evenif they have similar aggre-
gatetransfervolumesasshovnin Figure7(right). Because
they have similartransfervolumesthey donotaffecttheper
formanceof sharingusersasmuch,but, asthey arelonger
lived, they tend to displacenon-exchangetransfersfor a
longertime. Theseresultsindicatethatgiving preferencéo
two-way over higherorderexchangess a good engineer
ing choice,in additionto beingcheapeiin termsof search
cost.

In Figure8 we presentheratio of meandownloadtimes
betweersharingandnon-sharingisersasa function of the
maximumnumberof outstandingequeston eachpeeras
well asthe numberof catgyorieseachpeeris interestedn.
The maximum numberof outstandingrequestsincreases



systemload, but alsoincreaseshe numberof feasibleex-
changesn the system.Up to a point this resultsin a bet-
ter downloadtime ratio for sharingusersasthe fraction of
the total systemcapacitydevotedto exchangegendsto in-
crease Beyond this, the improvementlevels off and even
decreaseasthe maximumnumberof outstandingequests
increasesThis canbe explainedby the increaseccompe-
tition betweensharingusersthat seemgo reducetheir rel-
ative benefit,althoughthe reductiondoesnot appeatto be
significant.

We must note that since we do not explicitty model
idle peersthat have no outstandingequeststhis also pro-
videsanindirectmeasuref the effect of idle userson sys-
temperformanceldle usersdo not participatein exchanges
andthereforedo notdiscriminatebetweersharingandnon-
sharingpeers,dampeninghe effect of exchangeson rela-
tive performance.

The effect of the numberof cateyoriesper peeris also
significant,asit generallyincreaseghe probability of lo-
catinga feasibleexchangelf the numberof maximumout-
standingequestss small,theeffectappearso bereversed,
with morecateyoriesper peergiving a slightly smallerrel-
ative benefitto sharingpeers.
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Figure 9. Mean download times vs. fraction of
non-sharing peers.

All of the previous simulationsassumed fixedfraction
(50%) of peersweregoodcitizensandsharedFigure9 in-
vestigateghe effect of frequeny of uncooperatie beha-
ior on meandownloadtimes,to seewhetherincentvesto
sharecontinueevenif the vastmajority of peersdo not co-
operateg(or, contrarily, if almosteveryonecooperates)The
measurementshav that the gapin meandownloadtimes
persists,regardlessof the fraction of non-sharingnodes.
Theexplanationfor thisis straightforward.We usethe “no-
exchange’caseasabaselinej.e.,, meandownloadtimein a
systemin which every transferis grantedandno preference
is givento sharersWhenalmosteveryoneis sharing,then
sharergyet the sameperformanceas no-exchange(sharers
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Figure 10. Fraction of requests that can be
served in an exchang e ring with other nodes

in the dataset

number of objects (x1000)

rarely get an advantagefrom sharing),however, the non-
sharergjetalarge penalty Onthe otherhand,whenalmost
everyoneis non-sharingthey rarely competewith a sharer
so the non-sharerseceve the sameperformanceas “no-
exchange”.However, the infrequentsharergetsa big re-
ward,because¢hey arealmostalwaysableto preempiother
transfersandgetimmediateservice.

4. Measurements

We measuredhe eMule network in orderto determine
the applicability of exchangemechanismsn a real system
andvalidateour simulationresults(detailsof our measure-
mentmethodologyandresultscanbe foundin [8]).

Ourmeasurementshowr thatmorethan75%of thepeers
shareat least7 files, excluding incompletefiles from on-
going transferswhosepartsare also madeavailablein the
network. Assumingthatthe high percentagef freeloaders
reportedin other studiesalso appliesto the nodesin our
datasetthis suggestshatmary usersrefuseto commitup-
load capacityto the peerto-peemetwork, althoughthey do
have anumberof files storedondiskthatcansenerequests.
It wasencouragingo obsene thatonly a very small frac-
tion of peersin our datasedid not have ary pendingout-
goingrequestsPeerghatdo not have outgoingrequestslo
not participatein exchangesandso they provide their re-
sourcesquallyto bothsharingandnon-sharingusers.

Figure10 shows thefractionof requestEanbe partially
or fully senedin anexchangering with othernodesin the
datasetWe seethat almostall requestdn the system(ex-
cluding thosefor which thereis no correspondindile on
ary nodein our datasetanbe sened usingan exchange
ring. We alsoobsene that small, 3-way rings are sufficient
for almostall requestandthatthereis a noticeablediffer-
encebetweer2-way, same-objectéxchangesisprovidedby
systemdik e BitTorrentand 2-way exchangeswithout the
same-objectestriction.



5. Discussion

For thepurposeof this studywe have focusedonarather
simplistic simulation scenario,and a specificfile-sharing
model. We discusssomeof the limitations of our analysis
andhow the mechanismproposedtould beimprovedfur-
ther

In termsof simulation thebasicassumptionge.g., over-
provisionedcorenetwork, asymmetridoandwidth zipf-lik e
popularity) seemto agreewith real-world measurements.
Many of the othercharacteristicef the currentmodeltend
to errontheconsenrativeside.Firstly, weassumehatapeer
cannotsene anobjectunlessit hasbeenfully receved.In
reality, mary peerto-peersystemsio sene “chunks” of in-
completeobjects.If this is incorporatedn the model, the
opportunityfor exchangess likely to increasefurther. In
fact, this form of exchangeis implementedn the BitTor-
rentsystem[1]

Second,in our simulationall peershave very similar
characteristicignoringthe heterogeneitpbsenedin real-
world systemsFor example the existenceof “superpeers”
(e.0., peerswith substantiallybetter network capacityor
storage)is likely to have a positive effect on exchange
mechanismsespeciallyas a way to stimulatethe deploy-
mentof exchange-capableients.

Third, we have ignoredthe complexity issuesof com-
municatingrequesttree information. The costof commu-
nicating the full requesttree may be prohibitive for peers
with a large numberof incoming requestsand peersclose
to themin the requestgraph.If the requestreeis updated
incrementallythisis likely to introducesomelateng in the
searctproceswhichis notreflectedn thewaiting timesof
exchangetransfersin the currentsimulationmodel. How-
ever, therearewaysof reducingthis cost.In particular we
canexploit the fact that the majority of exchangesare ei-
ther 2-way or 3-way. Eachpeer P that requestsan object
from A needonly sendits own request,and include the
top level of its own IRQ (i.e. the peersat depth2 on P’s
IRQ). A thenhasenoughinformationto completelydeter
mine whetherary 2- or 3-way exchangesxist. If noneex-
ist,thenA cansendts completdist of pendingrequestgin-
cludingthelist of peersservingeachobject)to eachof the
depth3 peersin its own IRQ. For a 3rd level peer P’, on
A, depths2 and3 on P"’s IRQ correspondo depth4 and5
on A’sIRQ. If thelRQ of P’ containsary of the peerscon-
tainedin A’s list, then P! immediatelyknows thata 4- or
5-way exchangethrough A and P’ is possible Fortunately
this needonly be donewhenno 2- or 3-way exchangeex-
ists.

Finally, it is hardto speculateon how theincentivespro-
vided by exchangesvould affect peerbehaior. Onepossi-
ble directionfor future work is to determinehow the pro-
posedexchangamechanismteractwith replication.ln an
exchangesystemusershave anincentieto replicatepopu-

lar objectsthatarein demandasthis is likely to increase
their chancesof participatingin exchangeswhich, being
prioritized, would give them a performancdamprovement.
In essencepopularobjectstake therole of curreny in ex-

changeeconomiesasthey areeasilyexchangeabléor other
goods.

6. Relatedwork

The first known useof payment-basethcentve mech-
anismsin peerto-peerfile sharingwasin the now defunct
MojoNationnetwork[4]. Eachuserwasgivenaninitial en-
dowmentcalledMojo which he could spendon purchasing
files from otherpeersThe mainlimitation of thisapproach
is thatall transactionfiadto beclearedn a centralizedsys-
tem,anduserswereburdenedvith managingheir Mojo.

A distributed cash-baseadystemfor peerto-peersys-
temsis presentedh [24]. Thesystemusesacurreng called
karmawhich is maintainedor eachuserby a collectionof
randomparticipantscalleda bank-sethatis locatedusing
a DHT lookup. Usersneedto negotiatethe price of serv-
ing an objectthroughan auctionmechanismand coordi-
natewith the bank-seffor transferringkarmabetweenac-
counts Eachuserrecevesaninitial amountof karmawhen
signing up with the system,and the systemensuresthat
the rate at which userscan createnew identitiesis limited
throughthe useof a cryptographiguzzle.To addressnfla-
tion or deflation,the systemneedsto periodically normal-
ize the total amountof curreng in the system.The result
is a fully-fledgedeconomicsystenthatis in principlemore
flexible thanan exchangesystem.n anidealizedsetting,a
cash-basedchememay be ableto offer a strongerperfor-
manceadwantageo contributing peersasit is notsubjecto
the“double coincidencefwants” constrainthatdrivesex-
changesln practicehowever, the cash-basedpproacthas
two mainlimitations.

First, it suffers from all the complexities of curreny
managementf the mechanismaisedto negotiateprices,
adjust accountsto inflation and deflation and managea
users budgetare not madecompletelytransparento the
userthensuchasystems likely to have ahigh costin terms
of userattentiorf15] which is suggeste@sa majorreason
why micropaymentschemesare unlikely to get wider ac-
ceptancén general[19. Thefeasibility of suchmechanisms
hasnot beenprovento date.

Secondthe needto provide start-upfundsto new users
createsa potentialloopholein the economy Specifically
thecryptographiguzzleusedfor protectingagainsthecre-
ation of new useridentifiersandtransferof creditto exist-
ing active usersmay not be sufficient, asit maynotbeable
to offer a satishctory trade-of betweenkeepingfake ac-
countsoutandallowing legitimatenew usersn. In essence,
it is possibleto earncashin returnfor CPU cycles, with-
outdoingary usefulwork for the system.



A lightweight, two-waycreditsystemis implementedn
the eMule system[§. The goal of the credit systemis to
reward userscontributing to the network by reducingtheir
waitingtimein theuploadqueueFor eachrequestn theup-
load queuethe peercomputeghe QueueRankbasedon a
scoringfunction that dependson the currentwaiting time
for the requestaswell the uploadand download volumes
for the peer The main advantageof this schemas simplic-
ity: thereis no communicationoverheadand a peeronly
needsto maintainthe upload and download volumesfor
eachpeerit hascommunicatedvith. Theapproachs cheat-
proof in the sensethat peerscannotbenefitfrom tamper
ing with thecreditfile. However, anecdotaévidence[3 sug-
gestghattheapproactdoesnotconsistentlyprovide aclear
performanceadvantageto sharingusers. Althoughthereis
no clearevidencein termsof measurementto determine
preciselywhy thisis happeningthecreditapproactappears
to have two mainlimitations.

First, it is hardfor a peerto stratgize in termsof what
peershewantsto earncreditfrom in orderto maximizeex-
pectecbenefits A largefractionof peersmaybetemporar
ily disconnectedesultingin delaysin rewarding credit;
otherpeersmay leave the systempermanentlyresultingin
loss of credit; othersmay not have ary object of interest
and somemay not sharecontentat all. The useof “wait-
ing time” asa factorin computingthe queuerank further
complicateghis problem.lt resultsin giving wealer perfor
manceadwantageto userswith establishearedit, aspeers
thatdo not have ary credit canstill usethe systemif they
are patientenough.Tuning the scoringfunction to reduce
the effect of waiting time is possible,but resultsin never
servingusersthatdon't have establishedredit, evenif es-
tablishingcreditwith thosepeerscould be beneficialin the
future.

Onepracticalworkaroundto addresghis problent is to
controlthe setof sharediles in away thatincreasesredit
with peerslikely to be useful for a given set of requests
in the nearfuture. For instance|f a peeris requestingan
objectin category C, thenit makessenseto limit sharing
to only thoseobjectsthat are alreadyavailable and belong
to catggory C'. Assumingthat remotepeerssharingthe re-
guestedobjectarelikely to requestobjectsfrom the same
catgory, the peeris morelikely to earncredit and there-
fore improve queuerank andreducewaiting time on those
peersin this scenariothe creditsystemessentiallyapprox-
imatesexchangesat the costof additionaleffort to getthe
conditionsright for thisto happen.

A secondproblemwith thetwo-way creditsystenis that
thereis no clearincentve for individual peersto cooperate
in supportingthe creditsystem.Thereis alsono strongin-

2 This hasbeensuggestedn messageboardsas a stratgy that has
workedin practice.

dividualincentive notto honorcredit,but in practicecertain
variantsof the eMule client do not supportthe credit sys-
tem, which also meansthat a fraction of the creditearned
essentiallygetslost. The mechanisndoesnot directly pe-
nalize clients for this type of defection,and building ad-
ditional protection(e.g., monitoringcomplianceand main-
tainingblacklists)addscomplexity.

In [10] the authorsarguethat peerto-peer‘bartering”is
anappropriatavay to bootstrappeerto-peereconomiesfo-
cusingon systemdik e PlanetLab[2Dwherepeersshareba-
sic resourcedike computing,storageand network capac-
ity. They proposethe exchangeof signed resourcetick-
ets betweensystemparticipantsthat can be stored,traded
andusedfor allocatingresourcesStrictly speakingthis is
closerin spirit to crediteconomiesnvolving personakdebt
certificateghanbarter This approactis well suitedfor sys-
temswith a smallsetof homogeneousesourcedike CPU,
storageandnetwork capacity In suchsystemgheexchange
mechanismareunlikely to beuseful,asthereis little mean-
ing in instantexchangesof same-typeresourcesin con-
trast,file sharingsystemsare content-orientedproviding a
highlevel of specializatiorn termsof the objectssenedby
eachpeer This fits well with the instantexchangemodel.
Exchange-baseghechanismsarealsodiscussedn [12] for
incentvizing usersof peerto-peerstoragesystemso con-
tributeresources.

The work most closely relatedto oursis BitTorrent, a
systemfor large-scalecontentdistribution wherepeersex-
changeblocks of the samefile in an effort to expeditethe
distribution of largefiles[11]. Theapproachs morelimited
in thatit only supportdwo-way exchange®nthesamsefile,
and appeargo be vulnerableto freeriding middlemen(as
discussedh Section2.2).To thebestof ourknowledge,our
studyis thefirst to examinethe effect of exchangemecha-
nismson peerperformanceandtheir valueasan incentive
mechanisnin afile-sharingsystem.

7. Summary and concluding remarks

We have presentedinexchange-baseapproachhatpro-
vides incentives to cooperatein peerto-peerfile-sharing
networks. Our approachis decentralizedandis consider
ably simplerthan systemghat provide system-wideforms
of creditor cash.Thebasicideais thatpeerggive higherser
vice priority to requestdrom a setof peersthat can(tran-
sitively) provide a simultaneoussymmetricservicein re-
turn. We describemethodsfor discovering setsof feasible
n-way exchangesandthe methoddfor regulatingtransfers
to provide incentivesto shareresourcesWe have alsodis-
cussechow to guardthesemechanismsgainstattacksby
userswishingto exploit themto increasetheir own perfor
mance.

We have usedsimulationto analyzehemechanismand
determinetheir effect on performanceOur resultsshav



that exchangemechanism®ffer a significantperformance
adwantageto cooperatingusers,in termsof objectdown-
loadtimes.Theperformancadwantagds morepronounced
whenthe systemgetsmoreloaded,andwhenobjectpopu-
larity leansmore towardsa zipf-like distribution. Our re-
sultsalsoshawv that higherorderexchangesffer a notice-
ableimprovement(with improvementssignificantlydimin-
ishing with n > 5), if usedtogetherwith two-way ex-
changesThus,the proposedpproactprovidesa strongin-
centive for usergsto shareresources.
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