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ABSTRACT
Information about individuals is currently maintained in
many thousands of databases, with much of that informa-
tion, such as name and address, replicated across multiple
databases. However, this proliferation of personal informa-
tion raises issues of privacy for the individual, as well as
maintenance issues in terms of the accuracy of the infor-
mation. Ideally, each individual would own, maintain and
control his personal information, allowing access to those
who needed at the time it was needed. Organizations would
contact the individual directly to obtain information, there-
fore being assured of using current and correct information.

While research has been performed on users owning and con-
trolling access to their personal information in an electronic
commerce environment, we argue that this concept should
be extended to all user information including, for example,
medical and financial information. The end goal is not for
users to simply maintain copies of this information, but to
be the source of this information.

This paper presents the concept of users owning their per-
sonal information and introduces some of the issues involved
in users being able to control access to this information. The
security requirements, including authentication, access con-
trol and audit, as well as user interfaces and trust, for this
new paradigm are given particular emphasis.
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1. INTRODUCTION
Current information systems are based on the premise of
storage and control of user information by organizations.
That is, whenever a user accesses any system, be it a web-
based electronic commerce site, on-line banking, or a hospi-
tal visit, that site maintains personal information about the
user. This information is meant to provide consistency for
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the user should they return to that site for further services.
Additionally, the site can gain a competitive advantage by
storing personal information for a user, and by performing
aggregated data mining of all the user information in the
database.

There are disadvantages to the scheme where each site main-
tains separate copies of a user’s information. First, there is
the issue of privacy for the user, which has been addressed
in some countries through legislation. There is also the issue
of maintaining correct information. At present, the only so-
lution to this is to put the onus on the user to ensure that all
sites have accurate personal information, and to update that
site when the information becomes incorrect. However, this
presumes that the user will not only take the effort to up-
date all sites, but also knows what sites need to be updated.
A third disadvantage is that important information about a
user is not always available when needed if, for example, a
user visits a different hospital.

Another solution to this proliferation of personal informa-
tion is to return control of this information to the users who
own it. To do this, a user must maintain all of his personal
information in his own database, including not only stan-
dard information such as name and address, but all of his
personal information, such as medical history and financial
information. This addresses the issues of privacy, consis-
tency and mobility as mentioned above.

This paper explores the issue of users owning their own per-
sonal information, with a particular emphasis on the security
requirements of this new paradigm. It begins with a discus-
sion of the basic premise, and tries to define what it means
for a user to own their personal information. This is followed
by a description of the current system for maintaining user
information, along with its advantages and disadvantages.
Section 4 presents the new paradigm, followed by a discus-
sion on the security issues raised by this new paradigm in
Section 5.

2. BASIC PREMISE
The basic premise behind this paper is that individuals should
own and control access to their personal information, where
control is provided through technological means.

However, what does it mean to “own” a piece of informa-
tion, and how can one determine ownership? In this paper,
we focus on individuals, and not organizations, and the in-



formation that an individual should own and control. One
perspective on this is to ask what kind of information can
the individual change, or, rather, what kind of information
about the individual can not be changed by others. Obvi-
ous choices here are location information, such as address
and phone number. Identifying information such as name
and age also fall in this category, as, while an individual can
not change his age, neither can anyone else change it for
him! Preference information, such as hobbies and sports,
favourite books and preferred desktop settings, are also in-
formation that only the individual can change.

But what of government-issued identity information? For
example, citizenship information such as passports and so-
cial security numbers could also be claimed to be owned by
the country, as its government can revoke citizenship, and
are therefore a property of the individual but not owned by
him. It therefore seems reasonable that a user would have
a copy of his passport information, but that it would ulti-
mately be “owned” by his country’s government. If someone
requests passport information from an individual, he could
still provide it, and it would be signed by the government
of his country to ensure authenticity. Similar to certificates,
the requesting person or company would also need to check
with the government to ensure that the passport had not
been revoked.

Financial information provides an interesting challenge to
this model. Certainly an individual owns his money, how-
ever other people can affect an individual’s bank balance.
For example, a bank can automatically deduct service fees,
or the user may have automatic debit for particular bills,
or direct deposit. However, in all of these cases, the user
has made a contractual agreement to allow the credits and
debits, and so the final balance still belongs to the user.

Medical information provides, perhaps, the most interesting
case to consider. Using this definition, a medical diagnosis is
owned by the individual. That is, medical records reflect in-
formation about a particular person. While this information
is actually determined by another person (such as a physi-
cian), it reflects the current state of the individual, and is
not a state that is assigned by an outside party. In fact, a
strong case can be made for an individual having all of their
medical information in their possession, so that regardless
of facility or physician visited, a complete medical record is
available for that visit.

The issues surrounding medical information are less about
ownership, and more about access. In particular, some in
the medical community do not believe that patients should
have access to their medical files, on the premise that doctors
are less likely to be truthful or complete in their comments
if the patient can later read those comments (e.g. comments
about the mental state of the patient may be particularly
sensitive, and so statements such as “this patient may have
borderline personality disorder” will no longer be made).

However, declaring that an individual owns their personal
information does not necessarily imply read access, nor does
it necessarily imply write access. The individual should
maintain that information, and be able to control access
to it. In the case of medical information, it should be possi-

ble for the individual to maintain that information in their
possession, but also for a physician to encrypt their private
notes on the patient such that only other physicians would
have the appropriate permissions to view that part of the
file.

This raises another important point — there is a distinction
between ownership and control [7]. Data ownership specifies
to whom the data belongs. However, this person does not
necessarily control the data nor how it is used. For example,
in some countries, a person’s medical information is owned
by that person. However, it is controlled by the hospital
that person visited. The person does not even maintain a
copy of the information he owns.

It is not sufficient for users to own their personal informa-
tion — they must be able to control access to this informa-
tion. The difficulty in this is that information, once released,
can not currently be controlled by any technological means.
Rather, legislative controls exist to provide guidelines on
how information can be used and distributed by the parties
to whom personal information has been released.

Beyond the issue of control of information, once released,
is the issue of social responsibility. Individuals owning and
maintaining their personal information implies that the pri-
vacy of the individual outweighs the needs of society. That
is, in some cases it is in the best interest of society as a whole
to have personal information available. One example of this
is having medical information available for data mining and
analysis, where medical advances might be made from this
information. It might also be in the individual’s best interest
to have this information available to other parties. For ex-
ample, researchers might recognize that a particular subject
has a particular disease, given blinded medical data. Yet if
a one-way hash function was used to blind the data, so that
it is not possible to determine the subject, then there is no
means by which to alert either the subject or his doctor to
the situation [25].

Finally, there is the issue of responsibility for the control
of information. In this model, rather than relying on vari-
ous organizations to maintain their information (e.g. banks,
hospitals), users are now responsible for maintaining their
own information, as well as for controlling access to that
information so that only the appropriate individuals can ac-
cess it. This is not necessarily a responsibility that every
person wants, nor is it a responsibility that every person
is capable of handling. In particular, if a person is cogni-
tively impaired, they may be incapable of making informed
decisions on how their data should be accessed.

3. THE CURRENT STATE — PROS AND
CONS

Personal information on various individuals is maintained in
many different databases owned by many different corpora-
tions and government agencies. It is estimated that informa-
tion on a particular person is stored in approximately 1000
different databases [3]. For example, information may be
kept by government offices at all levels — federal, provincial
or state, and municipal — as well as by corporations, such as
banks and telephone companies, electronic businesses, such
as on-line book stores or clothing stores, non-profit orga-



nizations, such as professional affiliations or volunteer or-
ganizations, and by other services, such as at hospitals or
with family physicians. Currently there is no co-operation
between the various entities to share user information.

There are some benefits to such an approach. For exam-
ple, this model is already well-established and well-accepted.
Businesses are able to maintain control over the informa-
tion they have gathered (as opposed to a centralized reposi-
tory that all businesses must use, for example). This allows
businesses to aggregate their user information and mine it
for trends. This can provide benefits as diverse as allowing
a business to customize their services to particular target
groups, to mining medical data for trends that may indicate
disease indicators or progression.

As the information gathered is replicated and distributed,
incorrect information obtained by one office is not propa-
gated to other offices. Thus the damaging effects of misin-
formation is locally contained. Additionally, the distributed,
uncoordinated nature makes collusion between, for exam-
ple, banks, hospitals and insurance companies, difficult to
achieve, in addition to being prohibited by legislation.

However, there are a number of disadvantages in relying on
every organization to maintain their own database of users.
First, given the proliferation of personal information, it is
likely that at least some databases contain incomplete or
inaccurate information. The onus is on the user to update
his information with everyone who may have information
on him. Failure to do so can result in potentially serious
consequences for the user, such as can arise if a credit agency
has incorrect information.

The lack of co-ordination between various offices can also
cause difficulties when a user needs to prove his identity.
For example, if a person is moving to a different country,
proving his identity (and credit history) can be difficult and
require extensive paperwork.

Additionally, there are no technological controls on how an
office uses someone’s personal information, only legislative
controls. The result is that a person does not necessarily
know how his information is being used. A company can
sell a person’s information to another company, so that the
person no longer even knows who has information on him.

Of greater concern is that information is not necessarily
available when and where needed due to its distributed na-
ture and the lack of information sharing between organiza-
tions. For example, if a person is admitted to a hospital in a
different town, then that hospital likely does not have access
to any information on the person’s medical history. This can
cause complications in treating the individual if, for exam-
ple, the person has diabetes yet the hospital is unaware of
this when selecting treatments.

4. PARADIGM SHIFT
An alternative to distributed information amongst various
offices is a paradigm shift to one centralized location for all
user information. In this new system, a user would own
all of his personal information. It is anticipated that users
will be able to keep their personal information with them at

all times through small, specialized devices. Infrastructure
changes will be required to systems in order to communicate
with individual devices for personal information, rather than
contacting a centralized database.

The advantages of such a system are centered on the con-
trol and access a user has to his own personal information.
In this system, a user can ensure that his personal infor-
mation is correct, needing to update any changes in only
one location. Additionally, a user can control access to his
personal information, including being able to specify who
can access his information, what portions of his informa-
tion can be accessed, and the conditions under which it can
be accessed. By having this central repository, it becomes
easy to provide complete information to whoever may need
it (e.g. when needing to prove identity to gain access to new
services).

Perhaps of greatest benefit in this new paradigm, however,
is that personal information will be able to be travel with
a user, allowing access to that information whenever it is
needed. One example of where this is of particular value
comes from a user who may be traveling, and need medical
attention. By having all his information on-hand, he can
provide his medical history to the attending physicians to
ensure that proper care is received.

However, there are also disadvantages with this method.
While it provides a user with the capability to ensure that
his information is current and provide them with control
over access to that information, this is a double-edged sword,
requiring the user to understand that responsibility and be
able to provide appropriate access. Additionally, with this
centralized keeping of information, it will be easier for ad-
versaries to perform identity theft, as gaining illegal access
to some information will likely result in illegal access to all
a user’s information.

A less obvious disadvantage to this paradigm shift is that
businesses will no longer be able to perform data mining,
unless they have been able to store the information they
need. This will impact on the competitive advantages now
enjoyed by businesses who perform this type of analysis. It
will also impact on some areas of research, such as medical
research, if patient information is not available in a central
location for data mining.

4.1 It’s Already Started....
There are several examples that such a paradigm shift is
already occurring. For example, Microsoft Passport [14] is
a single sign-on facility for people accessing the Internet.
A user’s Passport would contain some minimum amount of
personal information, and the user can control what infor-
mation is released to other companies. The passport can
also contain e-wallet information, such as billing and ship-
ping information. Then, when the user contacts a site that
accepts MS Passports, the user can have his Passport pro-
vide his information, rather than needing to type in the same
information for each site visited.

Extending the Passport and .NET concepts even further,
Microsoft had also been working on a product called Hail-
storm [15], which would incorporate Passport information,



as well as calendar and scheduling information, default ap-
plication settings, and personal preferences, among others.
The goal was to use XML to allow users access to all of
their information — calendars, phone lists, address books,
documents — from any device, with Passport being used
as the authentication mechanism. In a statement released
to the press, Bob Muglia, MS Vice President of the .NET
Services Group, commented “Hailstorm turns the industry
debate over online privacy on its head.... It starts with the
fundamental assumption that the user owns and controls
their personal information ....” [15]

In response to Microsoft’s release of Passport, the Liberty
Alliance was formed, currently consisting of more than 160
member organizations [12]. The goal of the Liberty Alliance
is to create a federated identity infrastructure, where links
between an individual’s identity information within vari-
ous organizations are kept, rather than maintaining all of
a user’s identity on a central server or with one organiza-
tion. As a result, the network identity for an individual has
a broad definition, as “...the sum of their financial, medical,
and personal data....” [13]

The Persona Project extends the work by Microsoft and
the Liberty Alliance [29]. This project, based out of Ore-
gon State University, goes beyond having a web page that
allows single sign-on, to having a “persona”, or consumer-
centered identity model, that is distributed across multiple
systems so that it can be accessed via desktops, personal
digital assistants (PDAs), cell phones, and even from cyber-
cafés. According to Toth and Subramanium, the persona
is “an active software agent that encapsulates private and
personal data and performs a range of authentication and
personalization services on behalf of its owner.” [29] The
persona holds a user’s personal information, including iden-
tity, passwords, preferences and e-wallet information. The
basic premise is that a user will authenticate himself to his
persona, who will then act on behalf of the user to supply
on-line information such as billing information or personal
schedules. Access to this information is moderated by the
access control rules employed by the user (e.g. so that only
a limited number of companies can access credit card infor-
mation, for example).

Trusted Computing Platform technology [20] can also be
used as a basis for providing increased privacy for users in
electronic commerce settings. Pearson has described how
users can employ a self-profiling approach, storing profiles
(e.g. of their on-line shopping habits) on their home sys-
tem, and even using different profiles for interactions with
different sites [19]. Users can choose to provide their profiles
to various web sites as they interact with that site, and can
even provide the profile anonymously should they choose to
not release their identity. By employing a trusted comput-
ing platform, the site receiving the profile can be assured of
the integrity of the profile through the use of a public key
infrastructure in an agent-based system.

In contrast to the web-based services described above, the
United States Department of Defense (DoD) has employed
smart cards, dubbed Common Access Cards (CACs). The
DoD CAC is being used initially for security, allowing access
to buildings and computer networks and software, and for

authentication for on-line transactions [27]. The CAC con-
tains the user’s private key, allowing encrypted communica-
tions and digital signatures. The DoD is moving towards the
use of biometrics with the CAC, rather than passwords, as
well as using the cards for more detailed information on sol-
diers. One example given was the ability to record medical
information on the CAC so that medications and treatments
of an injured soldier could be tracked through the medical
system without requiring a network.

4.2 A Natural Extension
There are, however, issues with the approaches taken above,
particularly those that are web-based. In particular, Mi-
crosoft has received considerable negative publicity. For ex-
ample, security vulnerabilities have been discovered in both
Passport and Hotmail that allows an adversary to obtain
a user’s credit card information from his e-wallet [28]. Mi-
crosoft was also nominated for the 2001 Austria Big Brother
Awards [11], in part for Passport due to its potential for
privacy violations, and has had articles written commenting
on the privacy violations of Passport and .NET (such as by
Diffie and Landau [6]). Finally, Microsoft has also faced le-
gal problems for Passport and Hailstorm (see the Electronic
Privacy Information Center (EPIC) [8] for information). As
a result, while Microsoft still provides Passport, the Hail-
storm project has been abandoned.

Much of the concern with Microsoft’s approach was cen-
tered around one large corporation having access to all of a
user’s information. This is being addressed by the Liberty
Alliance’s use of a federated system, while the United States
Department of Defense (DoD) addressed it through having
each user carry a smart card, rather than rely on a central
system.

However, the paradigm shift presented here goes beyond
that of Passport, the Liberty Alliance and the Persona Project,
and most closely resembles that of the DoD’s Common Ac-
cess Cards. Rather than provide information to only on-line
services through the use of, essentially, a single sign-on fa-
cility, the authors suggest that all of a user’s personal in-
formation, including his complete medical history, financial
records, dental history, etc., should be owned, maintained,
and controlled by the data owner.

The current state of industry and research indicates that
some form of centralized management of personal informa-
tion is inevitable. However, users reject the notion of a
central repository of all of their personal information un-
der the control of a single corporation. While the federated
approach mitigates this concern, it is limited to only those
services that are on-line, which largely limits users to an
electronic commerce forum. Yet it is important for users
to be able to access off-line information, such as medical
history. Therefore the approach taken by the DoD for the
Common Access Cards seems to be the most promising.

However, the DoD approach was not designed to provide
control to users over their personal information, but rather
for convenience and mobility of important information. As
a result, the user has no control over who can access his in-
formation, when, how much and under what circumstances.



A merging of these two approaches is required, where a user
has access to his information at all times and that it is not
kept in a central location, yet he can still control who else
can access that information. In order to provide both of
these abilities, some form of mobile device that contains
a user’s information is required, where the access controls
put in place control access to this local information. This
personal information should be held in separate databases,
grouped based on context.

In order to ultimately protect a user’s privacy, the authors
argue that the only copy of a user’s information should be
on the user’s device, rather than maintained by multiple
entities, such as various hospitals, banks, shops, etc.

5. SECURITY ISSUES
This paradigm shift from the current distributed manner of
dealing with personal information to a user-centered, user-
controlled system raises several security issues in all areas of
security, including authentication, access control and audit.
Additionally, the issues relating to user interfaces and trust
have been included as security concerns. Without a properly
designed interface, users may not understand how to deploy
the security mechanisms, thus leaving their systems vulner-
able. And without trust in the system, regardless of the
comprehensiveness of the security mechanisms, the system
will not be used.

5.1 Authentication
If a user is to control his own information, it is very im-
portant to ensure without any doubt that the identity of
the person accessing or controlling the information is the
owner of that information. While there are many methods
for authentication, such as passwords, tokens and biomet-
rics, each method has its disadvantages. Passwords can be
forgotten, and tokens can be lost. Biometrics provide a nice
alternative to passwords and tokens, and have been shown
to adhere to the universal access paradigm [10]. However,
multiple modalities should be available to users based on a
balance of personal preferences, flexibility, device capabili-
ties and security requirements.

It is equally important, and perhaps more difficult, to en-
sure the identity and authenticity of external users who need
access to an individual’s information. For example, if some-
one is dealing with a bank to perform a financial transac-
tion, there needs to be some form of authentication to en-
sure that the access to the user’s financial information is a
legitimate access by the user’s bank. Not only will insti-
tutions need to be authenticated, but also other individu-
als. For example, some form of identifying that an individ-
ual is a medical doctor before allowing access to write to a
user’s medical database is required. One possible solution to
this form of authentication is through the use of attribute-
based certificates (such as simple public-key infrastructure
(SPKI) [22][9]) or role-based certificates (such as proposed
by Park and Sandhu [18]).

Authentication is particularly important to prevent identity
theft. One solution to this issue is to ensure that all of a
user’s information is encrypted at all times. However, if a
criminal gains access to the underlying system, they might
also find a copy of the key. It is possible to avoid this issue

by encoding the key so that the user does not need to store
it locally, such as through the use of tokens. This is not
an ideal solution, as tokens can be stolen. Another possible
solution is to utilize a user’s biometric information to create
a key (see work by Fabian Monrose at Bell Labs and Michael
Reiter at Carnegie Mellon University, such as [16] for current
research in this area). However, this is still not a complete
solution, as it requires the user to authorize all accesses to
his information, which may not be possible (e.g. if the user is
unconscious in a hospital, yet to decrypt his medical record
requires the user’s voice). There is also the requirement for
a third party to be able to decrypt a user’s information,
such as in the case where a user dies and his estate goes to
probate.

At first, it would appear that research is needed to create a
cryptosystem such that the user can encrypt and decrypt as
required, yet his encryption scheme can also be decrypted
by a second, generic key owned by a trusted third party.
However, such a system has been developed in the past and
rejected by the public. The Clipper Chip (for voice com-
munications) and Capstone (for data communications) both
used a secret cryptosystem known as SkipJack, which was
developed by the United States National Security Agency
(NSA) [17]. However, this system had numerous flaws [21],
and after an initial flurry of discussion, seems to have dis-
appeared circa 1995.

An alternative, perhaps, is a cryptographic system where the
owner can specify who else can decrypt his data and under
what circumstances. This could take the form of partial
key escrow that obey the secret sharing property (that any
k pieces of the key can reconstruct the key, but that no t

pieces provide information about the key, where t < k) [2].
Thus other users can maintain portions of the complete key,
with appropriate access control used to determine if those
users can use their keys on the data.

5.2 Access Control
In addition to the issues faced in authentication, access con-
trol in such a system also raises serious research issues. A
single user will have multiple contexts (e.g. medical, finan-
cial), each needing its own database. Access to a user’s
databases should be based on the context in which the access
is being granted. For example, if someone has the authority
to access a user’s medical database, they should not at the
same time be able to access a user’s financial database. Thus
the access control system needs to be aware of the context
in which it is being accessed, and potentially restrict access
to certain databases based on that context regardless of the
authority of the accessing user.

The owner of the data will need to be able to grant access to
a large number of external users, based on several criteria.
One obvious criteria is the role that external user plays, such
as a doctor or bank manager. Different roles should have
access to different parts of the owner’s database, so that,
for example, a medical doctor can not view a user’s bank
balance. Role-based access control [23] can be employed
in this situation. However, roles will need to be defined
based on the owner’s perspective in terms of who they will
contact. This is opposed to the current system where roles
are defined within the context of an organization. In the



case of a data owner, appropriate roles may be both doctors
and bank managers. However, they are unlikely to require
roles internal to an organization, such as financial officer
or systems analyst. This is not to say that a data owner
might not encounter these roles in other contexts, such as
in his own place of employment. However, should the owner
encounter such roles at his employing organization, he will
not be dealing with his own personal information, and so is
likely using a different system with its own access control
requirements.

Criteria other than roles may also be required, such as the
location of the owner and the external user. In this man-
ner, access can be restricted so that an owner’s information
is only accessed at appropriate places (e.g. a medical doc-
tor can only access a patient’s information if the patient is
in a hospital at the time). Access can be further restricted
based on when the access request occurs. Thus transactions,
such as financial transactions, can be restricted to only occur
during regular business hours. A final criteria for granting
access that needs to be available is proximity of the owner
to the external user. This will allow the owner to control
the circumstances under which an external user might ac-
cess his personal information. One example of this might
be that an emergency room physician can only access a pa-
tient’s medical information not only if both of them are in
an emergency room, but that the physician is in the same
emergency room as the patient.

Attention needs to also be paid to the access given to the
owner of the data. In current access control systems, the
security officer has the responsibility for generating the ap-
propriate rules [24], and therefore has the ability to assign to
herself complete access. However, in a user-owned informa-
tion system, the user plays the role of the security officer for
his own data. But that does not imply that a user should be
able to write or delete any part of his data (e.g. a user should
not be able to modify his financial records!), nor does it even
imply that a user should necessarily be able to read his own
data (e.g. the current state of medical data does not allow
read access to patients). The access control system needs to
be designed so that the user does not have super-user like
powers to access and modify his own information. This also
implies larger design issues, where a user should not have
access to read or modify the underlying database systems,
operating systems or applications.

A final issue in terms of access control is the need for the
owner of the data to be able to delegate partial or complete
access. For example, if an owner is elderly, it may be desired
to delegate access from the owner to the owner’s children.
Along the same vein, some form of information over-ride
is required so that access to personal information, such as
financial records, can be obtained in the event the owner
dies unexpectedly.

5.3 Audit
There are also issues in terms of the auditing of such a sys-
tem. It is obvious that an audit trail is needed that can
be trusted and used in the event of a dispute. For exam-
ple, should either the user or a bank dispute the informa-
tion in someone’s financial record, a non-repudiated audit
trail will be required to determine all accesses to the user’s

financial information, and the form of those accesses (e.g.
reads, writes). In a manner similar to today’s court sys-
tem, a trusted third party will be required to view the audit
trails. One security issue this raises is the need to control
access to the underlying operating and database systems so
that users can not modify or delete the audit records. One
approach to this is to design the system so that it uses a
tamper-resistant hardware, such as the Trusted Computing
Platform (TCP) with a protected storage area [20]. The ac-
cess can be designed so that audit logs are maintained in an
encrypted form in the protected storage area where it can
not be deleted.

Not only will an audit trail need to be available and trusted,
but some mechanism will need to be in place to alert an in-
stitution that a user may have tampered with his records.
Continuing with the financial example, a bank will require
more than trust that the user did not modify his bank bal-
ance! There are two approaches here. The first is that, when
a user updates his balance with a bank, the bank inserts a
digitally signed copy of the new balance into the user’s fi-
nancial database. In addition, the bank also signs a hash
of the relevant tables in the database, so that the user is
not able to withdraw money, and then delete the row in-
dicating the withdrawal, returning to his previous (higher)
balance. When a transaction is about to be made, the bank
can confirm both the user’s balance and if there has been
any tampering by confirming that the signed hashes of the
tables match the hashes of the current tables. This does not
address the case where the database has been completely
deleted, although the use of tamper-resistant hardware to
store the databases and signed hashes could be used. A sec-
ond approach, that does not exclude using the first approach
concurrently, is that the bank could keep a copy of the bal-
ance, although this would need to be done in such a manner
so as to maintain the user’s privacy. One approach to this
is the use of a pseudonym, such as described by Chaum [4],
that links a balance to a user without identifying the user.

In addition to being able to detect the reads and writes to a
user’s data, some form of intrusion detection (and preferably
intrusion prevention!) is required. Should someone with
criminal intent gain unauthorized access to a user’s system,
and then copy all of a user’s information, that person is
then in a position to perform perfect identity theft. Thus
there are open research questions in terms of determining if
someone has bypassed the standard authentication protocols
and gained access to the underlying databases of personal
information.

Another issue, related peripherally to audit, is that of copies
of released personal information. That is, a user may legit-
imately release some of his personal information to a third
party (such as during a financial transaction). How can the
user ensure that the third party has not made a copy of this
information? And if the user has authorized the copying of
some of his personal information, how can the user ensure
that this information is not kept for longer than authorized,
and not used for any unauthorized activity? The issue of
expiring data is an open research question, and is partic-
ularly being addressed in the entertainment arena through
items such as limited-use MP3s and digital rights manage-
ment (DRM) research.



However, some places have a legitimate need to keep some
personal information on various individuals. For example,
medical institutions should be able to keep medical infor-
mation so that they can perform medical research through
data mining and data analysis. Thus the system should
be configured to allow specific information to be copied by
other institutions, where the information available, and the
institutions who can view it, should be configurable by the
owner of the data.

Another issue that falls under audit is that of backup and
recovery procedures. It would be disastrous for a user to
have all of his personal information on one mobile device,
and then have that device’s hard drive crash! Yet relying
on users to back up their own systems is unreliable at best.
Some method for easy backup is required, along with a re-
minder system to ensure that the data owner does perform
the backup. Beyond this, the backup needs to be protected
so that, if stolen, it can not be used to replicate someone
else’s identity. One possible solution here is to encrypt the
entire backup with the owner’s public key. Additionally,
backups should be performed after every transaction so that,
should the backup be required, there is no information loss.
Another possible solution to this is to have the user’s data
distributed across servers such that the mobile device is only
an access point (this assumes that the user’s information is
encrypted so that it can not be viewed by the owners or
administrators of the servers). If the servers follow regular
backups and employ hardware solutions such as RAID, then
the user should not need to worry about performing backups
or losing data.

5.4 User Interface
While not traditionally listed as one of the key areas in com-
puter security, the user interface is an extremely important
aspect of any model that allows the end user to control his
own personal information. The user interface must be de-
signed in a manner that not only allows users with various
levels of skill to configure the access control system, but that
also allows the user to understand the consequences of his
configuration decisions, alerting the user to any conflicts in
configuration.

In addition to configuration, it must also be clear to a user
when others are attempting to access his information and
for what purpose. The system should be designed to allow
users to approve any data transfer, rather than having all
transfers occur automatically, as users want to be involved
in any data transfer process [5]. This system should also
allow the user to specify the granularity of the information
to be provided. For example, rather than assuming that a
user would want to transfer all of his contact information,
it should be possible for the user to submit only their mail-
ing address, but not their phone number. This flexibility
is required because users view different methods of contact
differently. For example, users who do not object to provid-
ing their email address may object to providing their phone
number [5].

The user interface needs to be considered when the system is
being designed, before it has been implemented. Otherwise
the user interface portion will consist of trying to retrofit an
interface to a design, rather than knowing the limitations

at design time. Given the difficulty of designing a security
interface that can be understood by users (see, for example,
Whitten and Tygar [30] for experiences with e-mail encryp-
tion), this area will require much research.

The requirement for security and the user interface to be
considered at design time is underscored by studies that
have shown how unwieldy interfaces and unrealistic security
practices have resulted in users developing insecure prac-
tices to deal with the security requirements. One example
of this is in the case of companies with multiple passwords
and strict policies regarding how often passwords need to
be changed [26, 1]. Users circumvented security by writ-
ing down their passwords, choosing insecure passwords, and
sharing their passwords. If users are to maintain their own
personal information, security will need to be designed so
that users do not feel the need to circumvent the system,
and that they are motivated to keep their information se-
cure.

Finally, the system should be designed with various levels
of user in mind, including varying levels of security exper-
tise, computer literacy and cognitive ability. Rather than
designing the interface with the assumption that the user
will understand the impact of his configuration changes, the
system should be designed with some defaults that allow
users to not need to understand the underlying concepts of
security, such as access control and encryption.

5.5 Trust
Finally, there is the issue of trust. If users own and maintain
their personal information, then organizations such as hos-
pitals and banks must be able to trust that the information
provided by a user is correct and accurate. This may be the
most difficult hurdle in moving to a user-owned information
paradigm. Banks, for example, would need to be assured
that users have not bypassed the security mechanisms in-
stalled on their local devices to, for example, adjust their
bank balance. It is much easier for a bank to ensure the
security of a central system that it owns, than to trust the
security of highly-distributed, mobile devices over which it
has no control.

In order to gain trust, a number of security mechanisms will
need to be in place: tamper-resistant hardware, operating
systems, databases, applications and audit trails, in addition
to strong authentication, encryption services, secure proto-
cols, and reliable software.

A very promising approach to providing the level of trust-
worthiness required in this system is that of Trusted Com-
puting Platforms (TCP) [20]. In this system, tamper-resistant
hardware, similar to that found in a smart card, is provided
as part of the computing platform. This hardware can be
used to maintain the private keys of the system’s user, as
well as providing protected storage for signed audit logs. In
[19], Pearson provides a very good example of how TCP can
be used for user self-profiling, allowing a user to provide in-
formation to web sites in a manner that allows the web site
to trust the information, without requiring that the user
reveal his identity. This same approach can be used and ex-
tended to provide a trusted platform for owner maintained
information.



Individuals will also need to trust the system. One of the
reasons that Microsoft Passport has not been particularly
successful is that users do not trust providing all of their
personal information to one central location that is under
the control of a single corporation. While the approach pre-
sented in this paper will not suffer from this particular issue,
users will still need to gain trust in both the hardware and
software if the system is to be used. For example, how can
a user trust that some error in the software won’t cause his
bank balance to be reduced? And, if something were to
happen, what recourse does a user have?

One final concern relating to trust is that of network perva-
siveness and reliability. This model assumes that a network
connection is always available. However, if a network con-
nection is not available, and the user can not complete the
desired transactions, then he will lose trust in the system.
Conversely, if the user’s system is not available to a busi-
ness entity when required (for example, if a bank needs to
confirm a balance in order to cash a cheque), then the par-
ticipating business entities will also lose trust, and not be
willing to use or support this model.

6. CONCLUDING REMARKS
This paper argues that users should own their personal in-
formation, and should have control over both access and
distribution of this information. A paradigm shift is there-
fore needed from the prevailing system where information is
distributed across multiple organizations, to a system where
users maintain their information in one location, such as on
a small, specialized device. This ensures that information is
correct and up-to-date and that it is available when needed.

The security implications caused by this new paradigm have
been presented in this paper, and affect all areas of security,
including authentication, access control and audit, as well
as user interfaces and trust.
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