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Abstract

Increasingly large text datasets and the high dimension-
ality associated with natural language create a great chal-
lenge in text mining. In this research, a systematic study is
conducted, in which three different document representation
methods for text are used, together with three Dimension
Reduction Techniques (DRT), in the context of the text clus-
tering problem. Several standard benchmark datasets are
used. The three Document representation methods consid-
ered are based on the vector space model, and they include
word, multi-word term, and character N-gram representa-
tions. The dimension reduction methods are independent
component analysis (ICA), latent semantic indexing (LSI),
and a feature selection technique based on Document Fre-
quency (DF). Results are compared in terms of clustering
performance, using the k-means clustering algorithm. Ex-
periments show that ICA and LSI are clearly better than DF
on all datasets. For word and N-gram representation, ICA
generally gives better results compared with LSI. Experi-
ments also show that the word representation gives better
clustering results compared to term and N-gram represen-
tation. Finally, for the N-gram representation, it is demon-
strated that a profile length (before dimensionality reduc-
tion) of 2000 is sufficient to capture the information and,
in most cases, a 4-gram representation gives better perfor-
mance than 3-gram representation.

1 Introduction

Advances in information and communication technolo-
gies offer ubiquitous access to vast amounts of informa-
tion and are causing an exponential increase in the num-
ber of documents available online. While more and more
textual information is available electronically, effective re-
trieval and mining is getting more and more difficult with-
out the efficient organization, summarization, and indexing
of document content. Among different approaches used to
tackle this problem, document clustering is a principal one.

In general, given a document collection, the task of text
clustering is to group documents together in such a way that
the documents within each cluster are similar to each other.

The traditional representation of documents known as
bag-of-wordsconsiders every document as a vector in a very
high-dimensional space; each element of this vector corre-
sponds to one word (or, more generally, feature) in the doc-
ument collection. This representation is based on theVector
Space Model[17], where vector components represent cer-
tain feature weights. Among clustering algorithms applied
to the Vector Space representation of documents, Bisecting
K-means and regular K-means have been found to outper-
form other clustering methods, while they are significantly
more efficient computationally, an important consideration
with large datasets of high dimensionality [20].

The traditional document representation considers
unique words as the components of vectors. Another ap-
proach uses N-grams as the vector components. An N-gram
is a sequence of symbols extracted from a long string [2].
These symbols can be a byte, character, or word. Extract-
ing character N-grams from a document involves moving
a n-character wide window across the document character
by character. The character N-gram representation has the
advantage of being more robust and less sensitive to gram-
matical and typographical errors, and it requires no linguis-
tic preparation, making it more language independent than
other representations. Another approach for representing
text documents uses multi-word terms as vector compo-
nents, which are noun phrases extracted using a combina-
tion of linguistic and statistical criteria. This representation
is motivated by the notion that terms should contain more
semantic information than individual words. Another ad-
vantage of using terms for representing a document is its
lower dimensionality compared with the traditional word or
N-gram representation.

Using any one of these representations, it is not sur-
prising to find thousands or tens of thousands of different
words, N-grams, or terms for even a relatively small sized
text data collection of a few thousand documents, of which
a very small subset appears in an individual document. This
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results in a very sparse, but also very high-dimensional fea-
ture vector for describing a document. Due to high dimen-
sionality of the feature vector, standard similarity measures
between vectors lose their discriminative power, (“curse of
dimensionality”, [1]). To address this problem, various di-
mension reduction techniques have been proposed [5], gen-
erally of two types,feature transformationandfeature se-
lection[16, 24].

2 Dimension Reduction techniques

In mathematical terms, the problem of dimension reduc-
tion can be stated as follows: given thep-dimensional ran-
dom variable x= (x1, . . . , xp)

T , the objective is to find a
representation of lower dimensionalityk, s= (s1, . . . , sk)T

with k < p, which preserves the information content of the
original data, as much as possible, according to some crite-
rion.

Feature selection techniques use a term-usefulness crite-
rion threshold to eliminate some terms from the full vocab-
ulary of the document corpus. In an unsupervised frame-
work, such criteria are document frequency and term fre-
quency variance.

Assumingn documents, each being represented by ap-
dimensional random variable x= (x1, . . . , xp)

T , there are
two kinds of feature transformation techniques: linear and
non-linear. In linear techniques, each of thek < p compo-
nents of the new transformed variable is a linear combina-
tion of the original variables:

si = wi,1x1 + . . . wi,pxp, for i = 1, . . . , k, or

s = Wk×px,

whereWk×p is the linear transformation weight matrix, and
subscripts denote dimensions. Expressing the same rela-
tionship as

x = Ap×ks,

we note that the new variables s are called the hidden or
the latent variables. In terms of ann × p feature-document
matrixXn×p, we have

Si,j = wi,1X1,j + . . . wi,pXp,j

for i = 1, . . . , k andj = 1, . . . , n, andj indicates thejth
document. Equivalently,

Sk×n = Wk×pXT
n×p, and XT

n×p = Ap×kSk×n.

Document Frequency based Method The Document
frequency (DF) of a term is the number of documents in
which that term occurs. One can use DF as a criterion for
selecting good terms. The basic intuition behind using doc-
ument frequency as a criterion is that rare terms either do

not capture much information about one category, or they
do not affect global performance. In spite of its simplicity,
it is believed to be as effective as more advanced feature
selection methods [24].

Latent Semantic Indexing Latent semantic indexing
(LSI) is a method of dimensionality reduction that is based
on the singular value decomposition (SVD) of the feature-
document matrix representationXn×p of a dataset. In the
SVD, singular values are ranked in non-increasing order,
and all but the firstk singular values are set to zero, to ob-
tain a partial SVD that corresponds to the reduced dimen-
sionality.

The number of dimensionsk to keep in the reduced
feature-document matrix when the original dimensionality
p is very large is still an open question, but experiments in-
dicate that values ofk of about100 typically give the best
results in an information retrieval context [3]. Typicallythe
performance of LSI improves dramatically ask increases
from 1, peaks for some number that is still much less than
p, then slowly deteriorates from there.

The concept of the SVD also comes up in the context
of Principal Component Analysis (PCA). PCA is a statis-
tical analysis technique aimed at reducing the effective di-
mensionality of a dataset. The objective is to find a (linear)
transformation of the original variables to a set of new un-
correlated variables (the principal components) such thata
very high proportion of the variation of the old variables is
captured by relatively few of the new ones. Besides offering
an alternative viewpoint to some aspects of PCA theory, the
SVD provides a robust computational method for determin-
ing the quantities involved in PCA. In PCA, one determines
a spectral decomposition (i.e., in terms of eigenvalues and
eigenvectors) of thep × p matrixXT

n×pXn×p:

XT
n×pXn×p = Wp×pΛp×pW

−1

p×p,

whereWp×p is the matrix of thep eigenvectors, andΛp×p

is a diagonal matrix with the eigenvalues ofXT
n×pXn×p.

The Principal Componentsz of a document vectorx are
given by the linear transformationz = Wp×px. It
can be shown that if we have the SVD ofXT

n×p =

Vp×pΣp×nUT
n×n then

Wp×p = Vp×p and Λ = ΣΣT

The issue of whether clustering in a vector space ob-
tained from the first few PCA components, corresponding
to the largest eigenvalues, is significantly better than the
full set of dimensions was studied in [25]. This study found
that, for clustering gene expression profiles, there was no
clear advantage to using the first few PCA components, and
sometimes the results could be worse. Clustering perfor-
mance depends on the clustering algorithm and similarity



metric used. On the other hand, Latent Semantic Indexing,
which is related to PCA, has been demonstrated to give sig-
nificant improvements in text clustering [13]. So it is pos-
sible that PCA-like dimensionality reduction behaves dif-
ferently in the gene expression profile data than document
data. It should be noted that the full dimensionality of the
gene expression data used in [25] is in the low tens, while
that of the document data is typically in the thousands.

Independent Component Analysis In comparison to
PCA, Independent Component Analysis (ICA) is a higher-
order method that seeks linear projections, not necessarily
orthogonal to each other, that are as nearly statistically in-
dependent as possible. Statistical independence is a much
stronger condition than uncorrelatedness. Whereas the lat-
ter only involves the second-order statistics, the former de-
pends on all the higher-order statistics. Independence al-
ways implies uncorrelatedness, but the converse is not true.

With the classical assumption of Gaussianity, one can
use a second-order technique like PCA because distribu-
tion of a normally distributed variablex can be completely
described by second-order information [9], and there is no
need to include any other information, for example higher
moments. Because only classical matrix manipulations are
used, this makes second-order methods very robust and
computationally simple.

ICA is a computational technique for revealing hidden
factors that underlie sets of measurements or signals. ICA
assumes a statistical model whereby the observed multi-
variate data, typically given as a large set of samples, are
linear or nonlinear mixtures of some unknown latent vari-
ables, with unknown mixing coefficients. The latent vari-
ables are nongaussian and mutually independent, and they
are called theindependent componentsof the observed data.
Thus ICA can be seen as a generalization of PCA. In fact,
for Gaussian distributions, the principal components are in-
dependent components. ICA is a much richer technique,
however, capable of finding solutions to problems where
classical methods fail.

Let Xp×n be the matrix of the observed mixture signals,
wherep is the number of features in the document collec-
tion, andn is the number of documents. The noise-free
mixing model takes the form,

Xp×n = Ap×mSm×n

whereS is the source signal matrix of sizem×n, wherem
is the number of sources, andA is thep×m mixing matrix.

The first step in the computation of ICA is to whiten the
data, which can be accomplished by PCA. The second step
is the solution of an optimization problem to maximize the
non-Gaussianity of the independent components [8].

In contrast with PCA, the objective of ICA is not nec-
essarily dimension reduction, but rather onlyidentification

of independent components. For dimensionality reduction,
it is assumed that it is possible to findm ≪ p components
that effectively capture the variability of the original data.

One problem of using ICA as a dimensionality reduction
method is that there is no natural order or ranking of the
Independent Components. One solution to this is ordering
them according to the norms of the columns of the mixing
matrix (similar to the ordering in PCA) once they are esti-
mated.

Although ICA was originally developed for digital signal
processing applications, it has recently been suggested that
it may be a powerful tool for analyzing text document data
as well, provided that the documents are presented in a suit-
able numerical form. ICA has been used for dimensionality
reduction and representation of word histograms [12].

3 Text Representation Methods

In this research, we are interested in comparing three dif-
ferent feature types, words, multi-word terms and character
N-grams. As feature weights, we use the term-frequency,
inverse-document frequency (TFIDF) scheme, which com-
bines the term frequency and document frequency.

Word Representation A typical choice of a feature type
for representing a text document is the “set of words” or the
“bag of words”. Following established practice, stopwords
are removed, the remaining words are stemmed, and word
stems appearing in less than five documents are removed.

Term Representation Multi-word terms, sometimes
called phrases, can also be used as features in document
vectors. Term representation has the potential to reduce sig-
nificantly the dimensionality, compared to the word repre-
sentation, while retaining the meaning [15]. However, ex-
perimental results on this issue have been mixed [18], [22].

N-gram Representation Traditional N-gram work has
focused on word bi-grams, that is pairs of words, but there
is a recent trend toward using character N-grams and byte
N-grams. Character N-gram is a language independent
text representation technique. It transforms documents into
high-dimensional feature vectors where each feature corre-
sponds to a contiguous substring. N-grams areN adjacent
characters (substring) from the alphabetA [2]. Hence, the
number of distinct N-grams in a text can be, in principle,
as high as|A|N . This shows that the dimensionality of the
N-grams feature vector can be very high even for moder-
ate values ofN . However, in practice, only a small frac-
tion of all possible N-grams are present in a given docu-
ment collection, thus reducing the dimensionality substan-
tially. For example, there are 8727 unique trigrams in the



Dataset Dataset size classes class size range
Classic3 3891 3 1033 - 1460

NG 3500 7 500
RD-256 6519 10 105 - 2778
RD-512 3948 10 89 - 1449
URCS 528 4 83 - 193

Table 1. Summary of data sets used in exper-
iments.

Reuters dataset, less than half of the273 = 19683 possi-
ble N-grams. During N-gram feature vector formation, all
the upper case characters are converted into lower case, and
space is substituted for punctuation. The feature vectors are
then normalized.

In extracting character N-grams from a document, any
non-letter character is replaced by a space and two or more
consecutive spaces are treated as a single one. The byte N-
grams are N-grams retrieved from the sequence of the raw
bytes as they appear in data files, without any preprocessing.

In comparison with stemming and stop word removal,
the N-gram representation has the advantage of being more
robust and less sensitive to grammatical and typographical
errors, and it requires no linguistic preprocessing; therefore
it is language independent.

4 Experimental Results

We experimentally evaluated the performance of differ-
ent document representations under the dimension reduc-
tion methods described previously on a number of standard
datasets. In this section we describe the datasets and the
pre-processing procedures, our experimental methodology,
followed by experimental results. We present selected re-
sults from one dataset. For more details on the experiments
and results on other datasets, the reader is referred to [19].

4.1 Datasets and Data Preparation

We use four datasets for our experiments, including
both unstructured newsgroup items and relatively more
structured abstracts from scientific research papers. These
datasets have been widely used in the research of informa-
tion retrieval and text mining. The number of classes ranges
from 3 to 10 and the number of documents ranges between
83 and 2778 per class. Table 1 summarizes the characteris-
tics of the datasets.

N-gram Processing In both character and byte N-grams,
multispaces (new lines, tabs, and space) are converted into
a single space. In addition, for character N-grams, any non-
alphabetical character is also converted into a space. Com-
pared to word representation, the standard processing pro-

cedures like stop word removal, removal of low frequency
terms, and stemming are not applied [11, 14].

The two most important decisions in working with N-
grams are the choice of the valueN and the profile length.
The profile length is the number of N-grams used in the
feature vector. Typically the most frequent N-grams are
chosen. Theoretically the maximum profile length, or the
dimensionality of the feature vector, for character N-grams
is 27N . However, the actual number will be significantly
less as character sequences like ‘QQQ’ are not likely to
appear in normal documents. Obviously choosing a large
N will lead to high dimensionality. Prior work has shown
that choosingN to be 3 or 4 tends to give optimal re-
sults, with little difference between the two [14]. Various
profile lengths have been used by other researchers, with
common lengths having been 1000, 2000, 3000, 4000, and
5000 [14, 11]. For the N-gram experiments, we used the
N-gram software tool [10]. The preprocessing steps for N-
grams are: replacement of non-alphabetical characters with
a space character, multispaces (tabs, spaces, or newlines)
with a single space, and conversion of all upper case char-
acters to lower case. The N-grams extracted from each doc-
ument are ranked according to the number of documents
each N-gram appears in, and the topk N-grams are selected
to form theN-gram profile. A vector is formed for each
document using TFIDF, and normalized to unit length.

In this work, both 3-grams and 4-grams with profile
lengths of 500, 1000, 2000, 3000, 4000, and 5000 were
used. The limited size of the URCS dataset resulted in the
total number of 3-grams being less than 5000; thus it was
not possible to produce a 3-gram profile of 5000.

4.2 Experimental Design and Metrics

Several ways of measuring the quality of clustering,
especially text clustering, have been proposed. For our
datasets, we have class labels for each data item, and there-
fore we can use a group of measures which considers the
degree of agreement or overlap between the classes and the
computed clusters. Accordingly, we have selected one of
the most highly used quality measures in text clustering:
purity.

Purity measures the extent to which each cluster contains
documents from primarily one class [26]. The overall purity
of a clustering solution is defined as the weighted sum of
individual cluster purities:

Purity =
k∑

r=1

nr

n
P (Sr) (1)

whereP (Sr) is the purity for a particular cluster of sizenr,
k is the number of clusters andd is the total number of data
items in the dataset. Purity of a single cluster is defined



by P (Sr) = nd

nr

, wherend is the number of documents
in clusterr that belong to the dominant (majority) class in
r; i.e., the class with the most documents inr. Obviously,
the higher the purity value, the purer the cluster in terms of
the class labels of its members, and the better the clustering
results.

It is not common to have two separate sets of training and
test documents in text clustering, as most researchers prefer
to report clustering results on the training set. However,
as is common in classification problems, in order to have
results closer to the actual performance of the clustering al-
gorithm, we divide the whole text collection into a training
and a test part [7]. We then perform the usual clustering on
the training part, and, for each cluster, we use its mean as
its representative. For the testing part, we use the nearest
neighbor classification algorithm to assign a test document
to its cluster.

All our experiments were conducted in the Matlab R14
environment. Thesvds procedure is a built-in Matlab
function. We also used the FastICA toolbox1 for perform-
ing ICA. For the k-means algorithm, we used the GMeans
Toolbox2. The computed number of clustersk is five times
the number of known classes in the dataset used, the aim
being to obtain clusters with high purity, even if a single
class is split among several clusters. To reduce the effect of
random initialization of the k-means algorithm, results are
the averages of 15 different runs of each experiment. Nor-
malization of the projection matrix computed in LSI or ICA
has been demonstrated not to be necessary, because no sig-
nificant difference was found between using the normalized
or non-normalized projection matrix [21]. Our experiments
confirm these findings.

In order to detect the “good” range of reduced dimen-
sions and correlate it with the corresponding singular values
in LSI or eigenvalues of the whitening step in ICA, it is in-
structive to plot these values against dimensionality on the
same horizontal scale as clustering performance [21]. For a
given dimensionk in the singular value graph, thek-th sin-
gular value in the sorted list of singular values in decreasing
order is plotted.

4.3 Word Representation Experiments

For all datasets, we observe that the singular values,
ranked by non-increasing order, decrease very quickly for
the first few tens of dimensions and after that, there is a
smooth and somewhat flat drop. The part of the singular
value curve, where a rapid drop of singular values happens,
has been referred to as thetransition zone[21]. The transi-
tion zone seems to correspond to the dimensionality where
we can get best performance out of ICA or LSI (Fig. 1).

1http://www.cis.hut.fi/projects/ica/fastica/
2http://www.cs.utexas.edu/users/yguan/datamining/gmeans.html

Thex-axis represents dimensionality, and they-axis repre-
sents purity value, or singular values / eigenvalues sortedin
non-increasing order.

The results show that for all datasets, clustering quality
using ICA is better than using LSI in the whole range of
dimensionalities investigated. For low dimensionalities, es-
pecially lower than 50, for all datasets, the DF based method
has the worst performance among the dimension reduction
methods used. The best performance of DF is comparable
to the best performance of LSI and ICA, but at much higher
dimensionalities.

Figure 1. Comparing dimension reduction
techniques, ICA, LSI, and DF on the word rep-
resentation of a typical dataset (RD-256).

4.4 Term Representation Experiments

In the case of term representation, unlike word represen-
tation, there is no statistically significant difference between
LSI and ICA performance. Performance results of LSI and
ICA methods on all datasets are shown in Fig. 2. It is in-
teresting to see that, unlike the word representation, the best
results for LSI and ICA do not seem to coincide exactly with
the transition zone of singular value curves, but the transi-
tion zone still can give some hints about the starting point
of searching for the best dimensionality.

For the DF based method, the overall performance pat-
tern is like that of word representation. The clustering qual-
ity starts to increase as the dimensionality increases until
some middle-range values for all datasets. After this mid-
range value, the clustering quality settles down around some
maximum clustering performance. In word representation,
this maximum performance, which is achieved at higher di-
mensions, was very close to the maximum performance of
the other two methods; however, for the term representa-
tion, this is not the case.

The trends of performance curves of LSI and ICA meth-
ods for all datasets are similar to the word representation



experiment. In this case, as with the word representation,
performance of these two dimension reduction methods
reaches its maximum at some very low dimension greater
than 20, and then starts to degrade.

Figure 2. Comparing dimension reduction
techniques, ICA, LSI and DF, on the term rep-
resentation of a typical dataset (RD-256).

4.5 N-gram Representation Experiments

For each dataset, we generate its 3-gram and 4-gram rep-
resentations with different profile lengths ranging from 500
to 5000. In this section, the objective of experiments is to
determine the effect of N-gram profile length on the clus-
tering quality. We are also interested in identifying which
of the two N-gram representations achieves better perfor-
mance when the three dimension reduction methods are ap-
plied. Then for each dataset, we select the N-gram length
and the corresponding profile length which achieved the
best clustering quality.

N-gram Profile Length and Clustering Quality In the
first set of experiments with N-grams, we are interested in
investigating the impact of the N-gram profile length on
clustering quality. In these experiments, we apply the ICA,
LSI, and DF dimension reduction methods on 3-grams and
4-grams with different profile lengths ranging from 500 to
5000. In each case, we select the shortest profile length
which gives results close to the best over different profile
lengths as the “best-case” profile length for the correspond-
ing dataset and dimension reduction method.

The clustering performance for 3-grams when ICA has
been used as dimension reduction method increases as the
profile length increases. But for all datasets, it seems that
a profile length equal to 2000 is the best-case length (Fig.
3). In the Figure,x-axis represents dimension andy-axis
represents purity value.

The clustering performance with LSI as the dimension
reduction method for 3-gram representation does not im-
prove with increasing profile length (Fig. 4). For exam-

Figure 3. Purity as a function of dimension,
parameterized by profile length for 3-gram
representation when ICA dimension reduc-
tion is used on a typical dataset (RD-256).

ple, in datasets RD256 and RD512, further increasing the
profile length beyond 2000 makes clustering quality worse.
The optimum profile length is different for each dataset, but
overall we do not need to go further than profile length of
4000 to get the best clustering result. Profile length equal to
2000 is still one of the best profile lengths for 3-gram when
we use LSI as the dimension reduction method.

Figure 4. Purity as a function of dimension,
parameterized by profile length for 3-gram
representation when LSI dimension reduc-
tion is used on a typical dataset (RD-256).

Increasing the profile length does not have much impact
on clustering quality when DF is used as dimension reduc-
tion method on 3-grams (Fig. 5). It is interesting that for all
profile lengths investigated, the clustering quality change
pattern remains almost the same. We can still see some
small improvements in clustering quality with increasing
profile length, but due to computational expense, it does not
seem reasonable to go further than 500 for getting better
clustering quality using this dimension reduction method.

The next three experiments show the impact of profile
length for 4-gram representation when each of the three di-
mension reduction methods is used.



Figure 5. Purity as a function of dimension,
parameterized by profile length for 3-gram
representation when DF based dimension re-
duction is used on a typical dataset (RD-256).

When the 4-gram representation is used in the ICA
method, for all datasets, clustering performance increases
as the profile length increases, as we have seen for 3-grams.
In this case again, profile length equal to 2000 is the shortest
length required to get the best performance out of 4-grams,
and after this value, increasing the profile length does not
increase the clustering performance by much.

In the next experiment, which uses LSI as dimension re-
duction method, despite what we saw in the similar experi-
ment for 3-gram representation, with increasing the profile
length, we do get better clustering results. As table 2 shows,
in most cases profile lengths equal to 4000 and 5000 are the
best for 4-gram representation when LSI is used as dimen-
sion reduction method.

For the DF dimension reduction method, as with the 3-
gram representation, increasing the profile length in the 4-
gram representation does not have much impact on cluster-
ing quality. Similar to the case of 3-gram representation, the
clustering quality change pattern remains almost the same
for all profile lengths. Increasing profile length makes some
small improvements in clustering quality, but due to compu-
tational expense, it does not seem reasonable to go further
than 500 for getting better clustering quality using this di-
mension reduction method.

Based on the experiments in this section, increasing the
profile length does not change the clustering quality con-
siderably when DF is used for dimension reduction. Due
to computational costs incurred from having longer profile
length, it seems that for this dimension reduction method,
profile length equal to 500 is good enough to get the op-
timum clustering quality. For ICA and for profile length
above 2000, we do not get enough increase in clustering
quality to justify a longer profile length for all datasets.
However, for LSI, increasing profile length seems to have
positive impact on clustering quality for most datasets. This
fact is much clearer for the 4-gram representation; as we

Dataset Classic3 NG RD256 RD512 URCS
Representation 3-gram

ICA 2000 2000 2000 2000 2000
LSI 2000 4000 2000 2000 3000
DF 2000 2000 2000 2000 2000

Representation 4-gram
ICA 2000 2000 2000 2000 2000
LSI 5000 5000 3000 4000 4000
DF 2000 2000 2000 2000 2000

Table 2. Optimal profile lengths for 3-grams
and 4-grams when each of the listed dimen-
sion reduction methods is applied.

3-Gram
Dataset 500 1000 2000 3000 4000 5000
Classic3 0.53 0.67 0.79 0.86 0.89 0.91

NG 0.35 0.51 0.68 0.77 0.82 0.86
RD256 0.61 0.72 0.83 0.88 0.91 0.93
RD512 0.49 0.64 0.78 0.84 0.88 0.90
URCS 0.45 0.61 0.76 0.83 0.87 NA

4-Gram
Classic3 0.65 0.74 0.82 0.86 0.88 0.90

NG 0.51 0.63 0.73 0.79 0.82 0.84
RD256 0.72 0.79 0.86 0.89 0.91 0.92
RD512 0.64 0.73 0.81 0.85 0.87 0.89
URCS 0.60 0.69 0.78 0.83 0.86 0.88

Table 3. Each value shows the fraction of zero
elements in the corresponding matrix

have seen in this case, the optimum profile length tends to
be greater than 4000 for almost all datasets.

N and Clustering Quality In order to investigate the ef-
fect of N-gram length (N) on clustering quality, we choose
the best profile length for 3-grams and 4-grams based on the
results shown in the previous section. Table 2 shows these
best profile length for 3-grams and 4-grams when each of
the three dimension reduction methods, LSI, ICA, or DF, is
applied.

Dimensionality and sparsity increase with N, as can be
seen in Table 3. Therefore, we intuitively expect that by
increasing N, we need a longer profile in order to capture
the same amount of information. We observe this in table
2 for the LSI method: for the 4-gram representation, we
need to have longer profile to get the best clustering quality
compared to 3-gram representation. However, this intuition
does not hold for ICA in most cases.

The comparison between the best performance achieved
with 3-grams and 4-grams with different profile lengths,
when ICA and DF is used as dimension reduction method,
shows that 3-grams and 4-grams perform close, and it is
dataset-dependent which one performs better.

The comparison between the best performance achieved
with 3-grams and 4-grams over all profile lengths con-
sidered when LSI is used as dimension reduction method
shows that 4-grams achieve better clustering performance



compared to 3-grams.

Best N-gram Parameters Overall, we are interested in
selecting a good profile length and reduced dimensionality
for 3-gram and 4-gram representations. The general result
is that for each of the 3-gram and 4-gram representation,
and for a mid-range profile length (around 2000), ICA is
the method of choice. But choosing between the 3-gram
and 4-gram representations seems to depend on the data set.
Typical results are shown in Fig. 6.

Figure 6. Purity as a function of dimension,
parameterized by profile length for 4-gram
represen- tation when LSI / ICA dimension
reduction is used (top/bottom) on a typical
dataset (RD-256).

4.6 Comparing Dimension Reduction
Techniques

As it is clear in most experiments, the performance of
DF based clustering reaches its maximum at some middle
range of dimensions (much higher than the best dimensions
of ICA/LSI), and then the performance remains stable as
the number of dimensions increases. It is also interesting
that the best performance of this method at these middle
range dimensions is often equal to the best performance
of ICA/LSI, which is achieved at much lower dimensions.
This suggests that it might be possible to use the DF based

method as a preprocessing step to pre-select a subset of di-
mensions to be used for ICA/LSI instead of using the full
set of dimensions for these methods. This can help espe-
cially when the original dimensionality is too high, making
it too expensive to compute ICA or LSI. In the case of ICA,
sometimes this may be necessary, because the input matrix
for ICA, unlike LSI, is dense and therefore performing SVD
on it is extremely expensive.

In summary, for all cases except 4-grams, the perfor-
mance of ICA is clearly better than LSI. In the case of
4-grams, ICA is at least as good as LSI for equal profile
lengths, but LSI is better than ICA for the best profile length
of each method.

4.7 Comparing Text Representation
Methods

In order to decide on the best text representation method,
we compare their best clustering performance over every
dimension reduction method considered. For each text rep-
resentation method, we first select the dimension reduction
method, with which it has achieved its best performance.
For example, ICA is the best dimension reduction method
for word representation, and LSI is the best for the 4-gram
representation. Actually, except for the 4-gram represen-
tation, for all other representations ICA had the best per-
formance. We then compare the clustering performance of
each representation applying its best dimension reduction
method. The results of this comparison are summarized
next.

The term representation has the worst clustering qual-
ity amongst the four different representations. Both 3-gram
and 4-gram representations achieve impressive results, but
it is worth noticing that these represent best-case results,
achieved after a careful investigation of different parame-
ter values (including N-gram length and its corresponding
profile length). Without these optimized parameters, N-
gram representation is likely to have lower clustering per-
formance. Our experiments indicate certain appropriate val-
ues for these parameters. For the 3-gram representation,
profile length equal to 2000 is sufficient to obtain close to
the highest clustering quality. For the 4-gram representa-
tion, this value is around 3000. We also observed that, in
most cases, the 4-gram representation achieves better clus-
tering quality than the 3-gram representation using these
suggested values for profile length.

4.8 Computational Considerations

The run time of the experiments consists of two com-
ponents, dimensionality reduction and K-means clustering.
The run time of dimensionality reduction in the case of ICA
and LSI increases slightly faster than linear with the chosen



df ICA LSI
Terms Words Terms Words Terms Words

Classic3 0.17 2.18 96 316 22 72
NG 0.36 7.25 171 282 29 106

RD256 0.69 4.20 311 442 46 113
RD512 0.40 2.70 168 277 29 73
URCS 0.01 0.11 5 35 2 12

Table 4. Run time of dimensionality reduction
in seconds for dimensionality of 100. Run
time for LSI and ICA is slightly faster than lin-
ear function of dimensionality for the range
tested (up to 300). Run time for DF is con-
stant.

Data set Run time (s)
Classic3 5.50

NG 8.70
RD512 28.70
URCS 0.28

Table 5. Run time in seconds for clustering
for dimensionality of 100.

dimensionality for the range of dimensionalities tested (up
to 300). The run time of DF is practically a constant func-
tion of dimensionality, as the main computation is sorting
the features according to their DF value. For comparing the
run time of DF, ICA and LSI, the run time in seconds for
dimensionality of 100 is shown in Table 4, on a Linux Pen-
tium 4, 1.6GHz, with 1GB of RAM. The differences among
the data sets are explained by the different initial dimen-
sionalities, as shown in Section 4.1.

The run time of clustering for dimensionality equal to
100 for the word representation in seconds is shown in table
5. Run time increases linearly with dimensionality for the
range tested (up to 300).

5 Discussion

In this research, we have studied three well-known di-
mension reduction techniques, DF, LSI, and ICA, for the
document clustering task. We applied these methods to five
benchmark datasets in order to compare their relative per-
formance. We have also compared three different represen-
tation methods based on the Vector Space Model, and we
applied the dimension reduction methods to find the best
combination of representation method and dimension re-
duction algorithm for text clustering.

From the experimental results, several general conclu-
sions can be drawn. In general, we can rank the three di-
mension reduction techniques in the order of ICA, LSI, DF,

with ICA being the best. ICA demonstrates good perfor-
mance and superior stability compared to LSI in almost all
configurations. Both ICA and LSI can effectively reduce the
dimensionality from a few thousands to a range between 10
and 100. The best performance of ICA/LSI seems to cor-
respond well with the transition zone of the singular value
curve. In the case of N-gram representation, ICA performs
well with mid-range profile lengths, whereas LSI performs
better on longer profile lengths. The DF based technique
can get close to optimal performance of two other methods,
but at much higher dimensions. At lower dimensions, its
performance is much worse than the other two methods.

In terms of computational requirements, we see that LSI
and ICA require one to two orders of magnitude more com-
putation compared to DF, and that ICA requires 2-5 times
more computation compared to LSI. Clustering requires the
same order of magnitude of computation as the DF dimen-
sionality reduction. This means that dimensionality reduc-
tion is the dominant computation in clustering using re-
duced dimension by LSI and ICA. This is true with the
k-means clustering algorithm for the low dimensionalities
tested. Investing in dimensionality reduction of a document
collection is worthwhile when multiple clusterings of the
same collection are required, for example hierarchical clus-
tering. Another case is interactive clustering for visualiza-
tion, where the user can change clustering parameters and
view the resulting clusters interactively. In interactiveclus-
tering, it is important for the clustering computation to be
fast, while preserving quality, and therefore using the low-
est possible dimensionality is desirable.

Among the three representation methods, traditional
word representation seems to achieve better results in most
cases, especially for lower dimensions. The N-gram repre-
sentation can be considered to be a replacement for word
representation because its performance result is close to
word representation. However, it needs careful and precise
determination of its two input parameters, which are the N-
gram length and the profile length. If these parameters are
selected carefully, then the performance of the N-gram rep-
resentation performance can be very close to word repre-
sentation, and, for higher dimensions, even better. Term
representation performance is significantly worse than the
two other representations. Even if we use default parame-
ters for N-gram representation, its worst performance is still
better than best performance of term representation.

For clustering unlabelled datasets, the recommended
process is to use words as features and ICA for dimen-
sion reduction. Terms are an inferior representation. N-
grams can provide equal or better performance than words,
if carefully tuned. N-grams need no language-specific pre-
processing (e.g., stemming, stop word removal), and they
are thought to be better than words in handling noisy text,
for example text obtained through optical character recog-



nition of printed documents or the output of a speech recog-
nizer.

In ongoing research we are investigating the use of
other clustering methods, such as information theoretic co-
clustering [4], and other clustering evaluation metrics [6].
Further investigation into the interaction between clustering
algorithms and evaluation metrics is required [23].
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