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ABSTRACT

We present a robust and portable visual-based skin and face
detection system developed for use in a multiple speaker tele-
conferencing system, employing both audio and video cues. An
omni-directional video sensor is used to provide a view of the
entire visual hemisphere, thereby allowing for multiple dynamic
views of all the participants. Regions of skin are detected using
simple statistical methods, along with histogram color models for
both skin and non-skin color classes. Regions of skin belonging
to the same person are grouped together, and using simple spatial
properties, the position of each person’s face is inferred. Prelimi-
nary results suggest the system is capable of detecting human faces
present in an omni-directional image despite the poor resolution
inherent with such an omni-directional sensor.

1. INTRODUCTION

Existing teleconferencing systems utilize conventional cameras,
thereby providing a limited number of static or manually tracked
views. Consequently, in a multiple speaker setting, either the
speaker must move into the camera’s view or a camera operator
is used to manually locate and track and choose between speak-
ers. This is both bothersome and inconvenient for the participants
and has deterred many from using such systems. In addition to the
cost overhead, the presence of a camera/equipment operator during
a teleconferencing session may interfere with the group dynam-
ics [10]. Although visual based systems capable of detecting and
tracking human faces exist, they also employ conventional camera
lenses, which capture only a narrow field of view.

Teleconferencing systems must be able to capture and trans-
fer audio (e.g. the speaker’s voice). As a result, in a multiple
speaker setting, the teleconferencing system must be able to local-
ize a speaker in the audio domain as well. Although sound local-
ization systems exist, most rely on extensive audio arrays which
require very expensive and specialized equipment, are computa-
tionally intensive and are non-portable.

This paper describes the video component of the Eyes ’n Ears
teleconferencing system, which is responsible for automatically
detecting the face of all participants, estimating the position of
each face in the “real world” and providing this information to the
audio system as possible sound source positions (or directions).

Fig. 1. Eyes ’n Ears Sensor.

1.1. Overview

Figure 1 illustrates the hardware components comprising the Eyes
’n Ears sensor. The sensor is comprised of a ParaCamera optical
system coupled with a microphone array. The sensor is compact,
lightweight, portable and is meant to be placed in the middle of
a table with the participants of the teleconference session seated
around it. The following sections describe the audio and video
components in greater detail.

2. AUDIO COMPONENT

As shown in figure 1, four omni-directional microphones
( � �
	�	�	 �� ), mounted in a static pyramidal shape about the base
of the ParaCamera provide an economical and portable acoustic
array. Given the initial position (or direction) estimate of each per-
son’s face, using beam-forming and sound detection techniques
[4], the audio system detects each speaker and focuses on their
speech, thereby reducing unwanted noise and sounds emanating
from other locations. Greater details regarding the Eyes ’n Ears
system may be found in [6].

3. VIDEO COMPONENT

Rather than requiring a user move into the camera’s field of view,
or manually moving the camera to locate a speaker, Eyes ’n Ears
utilizes Cyclovision’s ParaCamera omni-directional optical system
[7]. The ParaCamera consists of a high precision paraboloidal mir-
ror and a combination of special purpose lenses. By aiming a video



camera to the face of the paraboloidal mirror, the combination of
these optics permit the ParaCamera to capture a 360 � (hemispher-
ical) view of potential speakers from a single viewpoint. Once the
hemispherical view has been obtained, it may be easily un-warped
[8], producing a panoramic view. From this panoramic, perspec-
tive views of any size corresponding to different portions of the
scene may be extracted easily.

3.1. Algorithm Overview

In the Eyes ’n Ears system, the ParaCamera is used to identify po-
tential speakers in the environment. Using a statistical color model
similar to that described by Jones et al. [5] but suitably modified
for use with the inherent low resolution ParaCamera images, the
video system locates regions of human skin present within the
ParaCamera’s view (hemispherical image). These skin regions
correspond to faces, arms and other exposed skin regions. Re-
gions of skin in the camera image, which are spatially close, are
then grouped together to form a cluster. Assuming there is a rea-
sonable amount of space between participants in view, each cluster
of skin regions is assumed to correspond to one particular person.
With the assumption that the face of a person in the ParaCamera
image is further away from the center of the image relative to the
other skin regions, one can easily locate the region of each cluster
corresponding to the participant’s face. Once each face has been
found, an estimate of its position (or direction) in the real world is
made and provided to the audio system as a potential position of
(or direction to) a sound source.

3.2. Skin and Non-Skin Histograms

Two-dimensional hue-saturation histograms for both skin and
non-skin color classes were constructed by manually classifying
portions of images obtained with the ParaCamera, as either skin
or non-skin. The RGB color pixels from each sample were con-
verted to their corresponding HSV values. Value was ignored,
while hue and saturation values were discretized to 32 and eight
discrete values respectively (e.g. each histogram contains a total of�������	�
����

possibles hue saturation pairs or bins). 88,888 skin
pixels were obtained from 30 subjects of various ethnic groups to
ensure a wide variety of skin colors. For each subject, samples of
their hands, face (and in several cases legs) were obtained over sev-
eral images. The subjects were asked to change both their pose and
their distance relative to the ParaCamera in each image to ensure
samples in different lighting and orientation conditions were ob-
tained. Similarly, the 223,728 non-skin pixel samples comprising
the non-skin histogram were obtained by sampling portions of im-
ages obtained with the ParaCamera which did not contain human
skin. Figure 2 illustrates the resulting hue-saturation histograms
for both the skin and non-skin classes. For each “bin”, the axis la-
beled Distribution, records the number of pixels from the samples
with corresponding hue-saturation values.

As shown in Figure 2a, human skin color in hue-saturation
space forms a tight cluster. Over half of the skin samples � ��� 	 ����
are distributed among three bins with hue saturation values of (3,1),
(3,2) and (3,3). On the contrary, as illustrated in Figure 2b, there is
a scattering of the non-skin pixel colors throughout a larger region
in hue-saturation space.

3.3. Finding Skin Regions

Given the skin and non-skin histograms described above, the esti-
mated probability that a particular hue and saturation pair (referred
to as “HS”) belongs to either the skin, ��������� ������� � or non-skin
��������� ����� ��� � classes may be found using basic probability the-
ory (see [9] for a review of probability theory and [5] for an earlier
application of probability theory to the skin detection problem);

��������� ������� �!� �"� ���!# ���%$&(' (1)

�������)� �!������� �!� non-skin # ���%$&(* (2)

where ��� ����# ���%$ and non-skin # ���%$ is the count in bin HS of the
skin and non-skin histograms respectively.

&%'
is the total num-

ber of pixels contained in the skin histogram while
&%*

is the total
number of pixels contained in the non-skin histogram.

When ��� �+�!# ���%$ is less than a pre-defined threshold value,
, the probability that a pixel is skin color ���+��������� ��� � , in the

hue-saturation color space, is set to zero. Otherwise, ���+�"� ����� ��� �
is determined using Bayes’ rule

���+��� �+��� ��� �!�
��������� ������� � ���+������� �

��������� �"� ��� � ���+�"� ��� �.- ��������� ����� ��� � ���+�!��� �+� � (3)

where ���+��� �+� �/� 0�10 132 0"4 and ���+�!������� �5� 0 40 162 074 is the prob-
ability of a pixel belonging to the skin and non-skin color classes
respectively. Once the probability that a particular HS pixel value
corresponds to skin has been calculated, the pixel is classified as
skin if the probability is less than a pre-defined threshold.

Figure 2c provides a graphical representation of ���+��� �+��� ��� �
for each of the hue-saturation pairs given the skin and non-skin
color models illustrated in figures 2a,b.

3.4. Temporal Coherence Process

To limit the probability of incorrectly classifying non-skin pixels
as skin, change detection with an adaptive background reference
image is used. During system initialization, a reference image8�9;:=<

without any participants present is obtained. Once the sys-
tem has started, prior to applying the skin classification process to
an incoming image

8?> 9 *�@
, a difference image

8?A3BC<
, between

8�9;:=<
and

8 > 9 *�@
is calculated. The difference image records the changes

in intensity between corresponding pixels of both images. A pixel
will only be classified as skin if and only if, its corresponding pixel
in the difference image also registers as ”changed”.

To limit the number of incorrectly detected changes in the dif-
ference image, temporal integration using equation 4 [1], is used
to periodically update the reference image.

8�9;:=< 4�DFE � �HG � 8 > 9 *�@ �.- �=�JI�KLG ��� 8�9;:=< �
(4)

where G is the update factor and
8 9;:=< 4�D+E is the updated reference

image. Temporal integration allows for both adaptation to changes
in lighting (intensity) and ensures background objects remain part
of the background even if moved from their initial position, blend-
ing such objects back into the background. To limit the number
of computations performed, background adaptation is performed
once every 10 frames.
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(a) Skin Histogram.
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(b) Non-Skin Histogram.
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(c) Probability of a Pixel Being Skin.

Fig. 2. Skin Classification Using Skin and Non-Skin Color Models.

3.5. Finding Human Faces

Once pixels are classified as skin or non-skin, erosion and dilation
operators are applied to remove isolated skin classified pixels. The
remaining pixels are are then grouped into labeled regions using an
8-neighbor connected components operator and any components
smaller than a pre-defined threshold size are eliminated. A search
is then conducted to cluster connected regions which are spatially
close. Assuming there is a reasonable amount of space between
participants in view (the exact spacing between participants has not
been calculated but informal surveys suggest a reasonable amount
of space is approximately I�� ), each cluster of skin regions is as-
sumed to correspond to a particular person. Given the geometry of
the ParaCamera, the region of each cluster furthest from the center
of the ParaCamera image is chosen as the face. Once each face
has been found, an estimate of its position (or direction) in the real
world is made and provided to the audio system.

3.6. Converting to World Coordinates

To convert positions from a single ParaCamera image to position��������� in the real world, a ground-plane perpendicular to the op-
tical axis of the ParaCamera is assumed [2]. Informal lab surveys
indicate the height of most people seated in a chair falls within a
small region. The average height of the face of 10 people seated
in a chair was found to be I 	 ��� � above the floor. As a result, the
height of the ground-plane (“ 	 ”) for this application is chosen to
be I 	 ��� � above the floor. Furthermore, it is assumed that the face
of each person intersects this ground-plane.

As illustrated in Figure 3, since the focus of the paraboloid is
also the center of projection, the line 
�� (reflection line), between
the focus of the paraboloidal mirror and the point of the reflection
of the head (face) on the mirror’s surface intersects the head’s loca-
tion in the real world (the point on the ground-plane). In addition,
the azimuth angle in this ground-plane is the same as the azimuth
angle in the image. As a result, by extending this line so that it in-
tersects the ground-plane, the world ( ���� ) coordinates at this point
of intersection may be found [3].

World coordinates of a pixel in the ParaCamera image with
coordinates � ��� are obtained by first converting Cartesian image
coordinates ( � ��� ) into polar coordinates ��
 ��� � . Once the polar co-
ordinates have been determined, the � and � world coordinates of

origin

radius/2

radiusfocus

vertex Groundplane
Perpendicular

reflection
point

r
l

+X

+Z

Fig. 3. Converting Image Coordinates to World Coordinates.

the point of intersection obtained by extending line 
�� until it hits
the ground-plane are found as done in [3] using

� ��
 �!� 
 �mirror K�
 �� � 
�� B 9;9 �
9 (5)

�
world

� 	�
����� �� �
world

� 	�
��! �� �� (6)

where � ��
 � is the surface equation of the paraCamera’s
paraboloidal mirror, 
 � B 9;9 �

9
is the radius in pixels of the Para-

Camera image and �#" �
9�$ A

, �%" �
9�$ A

are the � and � world (room)
coordinates respectively and � " �

9�$ A � I 	 ��� � .
The ground-plane assumption can be relaxed when a direction

to the participant, as opposed to a position, is of interest. This cor-
responds to the far field acoustical model. However, the position is
required (and therefore the ground-plane assumption) for the near
field acoustical model.

4. EXPERIMENTAL RESULTS

4.1. Overall Accuracy of the Video System

The skin and face detection process as described earlier was ap-
plied to 22 images (obtained with the ParaCamera), where each



(a) Original ParaCamera Image

(b) ParaCamera Image After Skin Classification

Fig. 4. An Example of the Face Detection Process. Yellow re-
gions of image (b) correspond to the detected skin regions. The
red “cross hairs” denote the position of the face as detected by the
system.

image contained between zero and five people. Of the 108 re-
gions of skin present in the 22 images, 100 (92%) were correctly
detected while 33 non-skin regions were incorrectly classified as
skin. Similarly, of the 37 faces present in the images, 32 (86%)
were correctly detected, four were not detected and three non-face
skin regions were incorrectly classified as a face. The skin regions
corresponding to the four faces which were not detected were cor-
rectly classified as skin. However incorrectly classified regions of
skin (which happen to fall within the cluster of skin regions corre-
sponding to each person and were slightly farther from the Para-
Camera image center than the actual face region) were chosen as
the face.

A sample of the face detection technique is provided in Fig-
ure 4. Figure 4b illustrates the result of applying the skin pixel
classification and face detection process to the image of figure 4a.

4.2. Position of Faces in the “Real World”

Each subject was seated in a chair at a known world position ( ��� �
coordinates). The subject’s height (and therefore the height of the
ground-plane perpendicular) was kept constant at I 	 ��� � above the
floor (e.g. the height of the ground-plane perpendicular was I 	 � � �
above the floor.). An image of the subject was then obtained with
the ParaCamera and the skin and face detection process described
in Section 3 was performed. The mean error and standard devia-
tion associated with the � K � � � � estimation was

� 	 �� � and
� 	 ��� �

respectively. Similarly the � K � � �F� estimation produced a mean
error of

� 	 I  � and a standard deviation of
� 	 �7� � .

5. CONCLUSIONS

A simple, portable and robust visual based skin and face detec-
tion system for use in a teleconferencing application has been pre-
sented. Using model histograms for both skin and non-skin color
classes along with simple statistical methods, temporal and spatial
properties, the video component is capable of detecting exposed
regions of human skin and faces present in images obtained with
the ParaCamera with an accuracy of 92%. Similarly, the video
component is capable of providing an estimate of the position of
each detected face in the “real world” with a mean error rate of� 	 �� � and

� 	 I  � in the � ��� axis respectively.
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