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Abstract

Image retrieval on the Web requires that important (au-
thoritative) images satisfying the query selection criteria
are assigned higher ranking over other relevant images.
PicASHOW [5] achieves this goal using link information
alone. This work proposes WPicASHOW (Weighted PicAS-
HOW) a weighted scheme for co-citation analysis that in-
corporates within the link analysis method of PicASHOW
the text and image content of the queries and of the Web
pages. WPicASHOW is implemented and integrated into a
fully automated Web retrieval system for logo and trade-
mark images.

1. Introduction

Several approaches to the problem of content-based im-
age retrieval on the Web have been proposed and some
have been implemented on research prototypes (e.g., Web-
SEEK [7], Diogenis [1]) and commercial systems. The last
category of systems, includes general purpose image search
engines such as Google Image Search1 and Yahoo2, as
well as systems providing specific services to users such as
unauthorized use of images (e.g., ImageLock3) and Web
and e-mail content filters (e.g., Cobion4). Focusing mainly
on image and text content, the work referred to above does
not show how to select good quality Web pages and im-
ages on the topic of the query. Link analysis methods such
as HITS [4] estimate the quality of Web pages and the topic
relevance between the Web pages and the query. Building
upon HITS, PicASHOW [5] shows how to handle pages that
link to images and pages that contain images. However, Pi-
cASHOW does not show how to handle image content and

1 http://www.google.com/imghp
2 http://images.search.yahoo.com
3 www.imagelock.com
4 www.cobion.com

queries by image example. This is exactly the focus of this
work.

The contributions of the proposed work are summarized
in the following:

• WPicASHOW, a weighted scheme for link analysis is
proposed. It relies on the combination link informa-
tion with text and image content for regulating the in-
fluence of links between pages and for retrieving rele-
vant images from high quality Web pages.

• A complete and fully automated system is proposed
and implemented for retrieving logo and trademark im-
ages on the Web. The system supports indexing and
storage for Web pages and information extracted from
Web pages (e.g., image descriptions, URLs, link infor-
mation).

Extraction of image descriptions from Web pages and
image similarity measures are discussed in Sec. 2. WPicAS-
HOW, is presented in Sec. 3. A content-based retrieval of
logo and trademark images that integrates the above ideas
is presented in Sec. 4. Experimental results are presented
and discussed in Sec. 5 followed by conclusions in Sec. 6.

2. Image Content Representation

We choose the problem of logo and trademark images
as a case study for the evaluation of the proposed method-
ology. Because images are not properly categorized on the
Web, filters based on learning by decision trees for selecting
Web pages with logo and trademark images are designed
and implemented.

2.1. Text Description

Typically, images are described by text surrounding the
images in the Web pages. The following types of image de-
scriptive text is derived based on the analysis ofhtml for-
matting instructions:



Image Filename: The URL entry in thesrc field of the
img formatting instruction.

Alternate Text: The text entry of thealt field in theimg
formatting instruction. This text is displayed if the im-
age fails to load. This attribute is optional (i.e., is not
always present).

Page Title: It is contained between theTITLE formatting
instructions in the beginning of the document. It is op-
tional.

Image Caption: A sentence that describes the image. It
usually follows or precedes the image when it is dis-
played on the browser. Because it does not correspond
to any html formatting instruction it is derived ei-
ther as the text within the same table cell as the image
(i.e., betweentd formatting instructions) or within the
same paragraph as the image (i.e., betweenp format-
ting instructions). In either case, the caption is limited
to 30 words before or after the reference to the image
file. If neither case applies, the caption is considered to
be empty.

All descriptions are syntactically analyzed and re-
duced into vectors of stemmed terms (nouns). Simi-
larly, text queries are also transformed to term vectors and
matched against image term vectors according to the Vec-
tor Space Model (VSM) [6]. The text similarity between
the queryQ and the imageI is computed as

Stext(Q, I) =Sfile name(Q, I) + Salternate text(Q, I)+

Spage title(Q, I) + Scaption(Q, I). (1)

EachS term is computed according to the Vector Space
Model as a distance between vectors oftf -idf weights
without normalizing by query term frequencies (not re-
quired for short queries).

2.2. Image Content Descriptions

Because the same logo or trademark image may appear
as color or grey scale image in different Web pages, color
information is not useful in content representations. All im-
ages are converted to grey scale. For logo and trademark
images the following features are computed:

Intensity Histogram: Shows the distribution of intensities
over the whole range of intensity values.

Energy Spectrum [8]: Describes the image by its fre-
quency content. It is computed as a histogram showing
the distribution of average energy over 256 co-centric
rings (with the largest ring fitting the largest in-
scribed circle of the DFT spectrum).

Moment Invariants [8]: Describes the images by its spa-
tial arrangement of intensities. It is a vector of 7 mo-
ment coefficients.

The purpose of this type of representations is twofold:

Logo-Trademark Detection: A five-dimensional vector is
formed: Each image is specified by the mean and vari-
ance of its intensity and energy spectra plus a count
of the number of distinct intensities per image. A set
of 1,000 image examples is formed consisting of 500
logo-trademark images and 500 images of other types.
Their feature vectors are fed into a decision-tree [9]
which is trained to detect logo and trademark images.
The estimated classification accuracy by the algorithm
is 85%. For each image, the decision tree computes an
estimate of its likelihood of being logo or trademark or
“Logo-Trademark Probability”.

Logo-Trademark Similarity: The image similarity be-
tween a query imageQ and a Web imageI is com-
puted as

Simage(Q, I) = Sintensity spectrum(Q, I)+

Senergy spectrum(Q, I) + Smoments(Q, I). (2)

The similarity between histograms is computed by
their intersection whereas the similarity between their
moment invariants is computed by subtracting the Eu-
clidean vector distance from its maximum value.

To answer queries combining text and example image,
the similarity between a queryQ and a Web imageI is com-
puted as

S(Q, I) = Simage(Q, I) + Stext(Q, I). (3)

All measures are normalized to lie in the interval [0,1].

3. Weighted PicASHOW (WPicASHOW)

PicASHOW [5] relies on the idea that images co-
contained or co-cited by Web pages are likely to be re-
lated to the same topic. Fig. 1 illustrates examples of
co-contained and co-cited images. PicASHOW com-
putes authority and hub values by link analysis on the
query focused graph F (i.e., a set of pages formed by ini-
tial text query results expanded by backward and forward
links).

The following matrices are defined onF :

W: The page to page adjacency matrix (as in HITS) relat-
ing each page inF with the pages it points to.

M: The page to image adjacency matrix relating each page
in F with the images it contains.

(W + I)M: The page to image adjacency matrix (I is the
identity matrix) relating each page inF both, with the
images it contains and with the images contained in
pages it points to.
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Figure 1. A query focused graph.

PicASHOW computes image authority and hub val-
ues of images as the principal eigenvectors of the
image-co-citation[(W + I)M]T · (W + I)M and bib-
liographic matrices(W + I)M · [(W + I)M]T respec-
tively. The higher the authority value of an image the
higher its likelihood of being relevant to the query. PicAS-
HOW can answer queries on a given topic but, cannot an-
swer queries by image example and similarly to HITS, it
suffers from the following problems [3]:

Mutual reinforcement between hosts: Encountered
when a single page on a host points to multiple
pages on another host or the reverse (when multi-
ple pages on a host point to a single page on another
host).

Topic drift: Encountered when the query focused graph
contains pages not relevant to the query. Then, the
highest authority and hub pages tend not to be related
to the topic of the query.

WPicASHOW handles all these issues:

Mutual reinforcement is handled by normalizing the
weights of nodes pointing tok other nodes by
1/k. Similarly, the weights of alll pages point-
ing to the same page are normalized by1/l. An ad-
ditional improvement is to purge all intra-domain
links except links from pages to their contained im-
ages.

Topic Drift is handled by regulating the influence of nodes
by setting weights on links between pages. The links
of the page-to-page relationW are assigned a rele-
vance value computed according to the Vector Space
Model as the similarity between the term vector of the
query and the term vector of the anchor text on the link
between the two pages. The weights of the page-to-
image relation matrixM are computed depending on

query type: For text (e.g., keyword) queries the weights
are computed according to Eq. 1 (as the similarity be-
tween the query and the descriptive text of an image).
For queries combining text and image example, the
weights are computed according to Eq. 3 (as the av-
erage of similarities between the text and image con-
tents of the query and the image respectively).

In WPicASHOW the query focused graphF is formu-
lated as follows:

• An initial setF of images is retrieved. These are im-
ages contained or pointed-to by pages matching the
text query according to Eq. 1.

• Non-informative images such as banners, bars, but-
tons or mail-boxes are excluded fromF utilizing sim-
ple heuristics (e.g., very small file size). Images with
logo-trademark probability less than 0.5 are excluded
as well. At mostT images are retained and this lim-
its the size ofF . In this workT = 10, 000.

• F is expanded with pages pointing to images inF .

• F is further expanded to include pages and images that
point to pages or images already inF . To limit the in-
fluence of popular sites, for each page inF , at mostt
new pages are included (t = 100 in this work).

• The last two steps are repeated untilF containsT
pages and images.

WPicASHOW computes the answer to the query by
ranking the elements of the principal eigenvector of the
image co-citation matrix[(W + I)M]T · (W + I)M by
their authority values.

4. System Architecture

A complete prototype Web image retrieval system is de-
veloped as part of this work. Figure 2 illustrates the archi-
tecture of the proposed system. The system consists of sev-
eral modules the most important of them being the:
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Figure 2. System Architecture.



Crawler module: Implemented based upon Larbin5, the
crawler assembled locally a collection of 250,000 pages and
a similar number of images. The crawler started its recur-
sive visit of the Web from a set of 14,000 pages which is
assembled from the answers of Google image search6 to
20 queries on various topics (e.g., topics related to Linux
and software products). The crawler worked recursively in
breadth-first order and visited pages up to depth 5 links from
each origin.

Collection Analysis module: The content of crawled
pages is analyzed. Text, images, link information (forward
links) and information for pages that belong to the same site
is extracted. For each image, its text and image description
and its logo-trademark probability are computed (Sec. 2.2).

Storage module: Implements storage structures and in-
dices providing fast access to Web pages and information
extracted from Web pages (i.e., text, image descriptions
and links). For each page, except from raw text and im-
ages, the following information is stored and indexed: page
URLs, image descriptive text, terms extracted from pages,
term inter-document frequencies (i.e., term frequencies in
the whole collection), term intra-document frequencies (i.e.,
term frequencies in image descriptive text parts), link struc-
ture information (i.e., backward and forward links), image
descriptions and logo-trademark probabilities.

Query Processing module: Queries are issued by key-
words or free text or as a combination of text and image ex-
ample. Implements WPicASHOW (Sec. 3).

The database is implemented in BerkeleyDB7. Two
inverted files implement the connectivity server [2] and
provide fast access to linkage information between pages
(backward and forward links) and two inverted files asso-
ciate terms with their intra and inter document frequencies
and allow for fast computation of term vectors.

5. Experiments

The system is implemented under Linux in Perl, Java and
C/C++ and the database stores 250,000 Web pages with
images. The following methods are evaluated:

PicASHOW [5]: Ranks Web images by exploiting co-
citation information only. It can answer text queries
by explpoiting text content and co-citation informa-
tion.

WPicASHOW: The proposed method. It can answer both
text and image queries. It exploits co-citation, image
and text content information.

5 http://larbin.sourceforge.net
6 http://www.google.com/imghp
7 http://www.sleepycat.com

Vector Space Model (VSM) [6]: The state-of-the-art text
retrieval method. Text queries are processed by search-
ing the database according to Eq. 1. It exploits only text
content (no co-citation or image content information).
Queries by text and image example are processed by
searching the database according to Eq. 3.

For the evaluations, 20 queries are created on topics re-
lated mainly to Linux and software. The evaluation is based
on human relevance judgments.

Each method is represented by aprecision-recall curve.
Each query retrieves the best 30 answers and each point in a
curve is the average precision and recall over 20 queries. A
method is better than another if it achieves better precision
and recall.

5.1. Text Queries

All queries specified the term “logo”. The query and a
Web image are similar if they are on the same topic. Query
“Linux logo” may retrieve the logo image of any Linux dis-
tribution (e.g., “Debian Linux”).
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Figure 3. Precision-recall for text queries.

Fig. 3 illustrates that PicASHOW is the worst method.
This result indicates that link information alone is not an
effective descriptor for image content. PicASHOW suffers
from topic drift and retrieved many irrelevant images which
either coexisted within the same pages with other relevant
images, or are pointed to by high quality pages (e.g., pages
of software companies). WPicASHOW is more effective
than PicASHOW, handled topic drift and assigned higher
ranking to images whose text is more relevant to the topic
of the query. VSM is more effective (except from the first 3
answers) but retrieved many low quality images (from sites
created by small companies and individuals).



5.2. Text Queries with Image Example

Each keyword query is augmented by a logo image. An
answer is similar to the query if it is on the same topic and
shows a similar image. Query “Linux logo” with a penguin
logo is similar to answers showing a Linux penguin logo.
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Figure 4. Precision-recall for image queries.

PicASHOW cannot answer such queries. Fig. 4 illus-
trates that VSM is more effective than WPicASHOW. A
closer look into the answers reveals that WPicASHOW as-
signed higher ranking to images in Web pages with more
general content on the topic of the query. The reason for
this behavior is that Web pages with more general content
are more strongly connected than pages with more specific
topic. In this experiment, with the addition of logo image,
the queries become more specific than before and WPicAS-
HOW assigned higher ranking to more general but less sim-
ilar images.

5.3. Discussion

The experimental results indicate that surrounding text
is a very effective descriptor of the image itself. VSM will
therefore retrieve the most relevant images regardless of
quality. However, this is not desirable in Web searches. Pi-
cASHOW, as any other link analysis method would do, as-
sign higher ranking to higher quality but not necessarilly
relevant images. Therefore, a link analysis method alone
cannot be more accurate than VSM. WPicASHOW at-
tempted to compromise between the two. In any case, WPi-
cASHOW is more effective than PicASHOW, the state-of-
the-art method for image retrieval on the WEB.

The size of the data set is also a problem in both exper-
iments. If the queries are very specific, the set of relevant
answers is small and the set of high quality and relevant an-
swers is even smaller. The results may improve with the size

of the data set, implying that it is plausible for the method
to perform better when applied to the whole Web.

6. Conclusions

WPicASHOW, an approach that incorporates text and
image content into the analysis of Web link structure is
proposed. A complete prototype Web retrieval system for
logo and trademark images is also proposed and imple-
mented. WPicASHOW allows for more sophisticated im-
age queries such as queries by example image in addition to
text queries. The results demonstrated that WPicASHOW
is far more effective than PicASHOW [5] using link infor-
mation alone. WPicASHOW improves the quality of the re-
sults but not necessarily their accuracy (at least for data sets
smaller than the whole Web).

The analysis reveals that content relevance and search-
ing for authoritative answers can be traded-off against each
other: Giving higher ranking to important pages seems to
reduce the accuracy of the results. Given the results, it may
be desirable to allow the user to adjust the tradeoff between
text, link and image similarity contributions in ranking the
results, something that WPicASHOW allows.
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