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1. Introduction
1.1.0verview

On-line dharader reaognition is a dalenging problem. Much o the difficulty
stems from the fad that pattern recognition is a mmplex processthat canna be solved
completely by analyticd methods

Many applicdions in hand-held computing and dgital signatures and \erificaion
use ontline darader reaognition. As computers becwme increasingly ubiquitous and
mobile, the interfaces have been rapidly shrinking. However, as the techndogy that
powers these hand-held and patable devices miniaturizes comporents, orne wmporent
has svere limitations on size reduction.

The standard computer keyboard canna shrink to the size of hand-held devices
such as persona digital asgstants or cdl phores and still be useable. The nedl for a
natural interface that can scde gracdully with the shrinking size of personal digital
assstant platforms beames apparent. A small stylus or pen and eledronic tablet are a
suitable solution for most hand-held devices. Handwriting is a vital process for this
interfaceto be useful.

Thirty yeas of research has gone into producing on-line Latin o Asian language
letter reaognition systems. However, very littl e has been dore in Arabic urtil recently.
Most of the aurrent Arabic letter recognition systems do nd allow for noisy data inpu.
Hand-held computing must make this al owance becaise of the environment for using
such adevice Handhelds are typicaly used while in moving vehicles or walking where
the probability of noise being introduced into the writing processis high.

In this work, we introduce anovd Arabic letter recognition system that can be
adapted to the demands of hand-held and dgital tablet applicaions. Our system uses
neural networks for fedure extradion and classficaion. Linea networks are employed

as clasgfiers becaise of the low computational overhead during training and recadl.



1.2. Summary of Hypothesis

The objedive of this projed is to demonstrate a framework for giving good
recognition acairacy to ontline Arabic letter input using an ursupervised leaning method
(Self-Organizing Maps — see Sedion 2.3) for fedure extradion (see Sedion 5.7) and a
supervised leaning method (Perceptrons - see Sedion 2.4) for clasdficaion (seeSedion
5.8). Good reaognition acarracy means that the system will scde well for many writers,
clasgfy efficiently, and have the potential to be robust in the presence of noisy datainpu.
This g/stem shoud aso be robust to scde, pasition and rotation and be computationally
efficient.

2. BadkgroundInformation

2.1. On-line Character Recognition
2.1.1. Character Recognition

The primary task of aphabet charader recognition is to take an inpu charader
and corredly assgn it as one of the possble output classes. This processcan be divided
into two genera stages: feature seledion and clasgfication. Fedure seledion is criticd
to the whale process sncethe dassfier will not be &le to recognize from poaly seleded

fedures. Lippman gives criteriato choose feaures by:

“Features doud contain information required to distingush between
classes, be insensitive to irrelevant variability in the inpu, and dso be
limited in number to permit efficient computation d discriminart functions
andto limit the amount of training daa required.” [1]
Often the reseacher does this task manually, but a neural network approach allows the
network to automaticdly extrad the relevant feaures.
There ae many possble types of clasdfiers. statisticd (Bayesian), symbalic

(Rule Indwction, Genetic Programming), and hyperplane (multi-layer perceptron).



Statisticd classfiers need to have a priori knowledge of the fedures to clasgfy.
Symbdic and hyperplane dassfiers can theoreticdly combine fedure extradion and
classfiersin ore step. A SOM/perceptront combination is a two-stage system, with the
SOM clustering to extrad pertinent feaures and the perceptron participating as a linea
clasgfier. (More @ou SOMs in Sedion2.3and perceptronsin Sedion2.4)

Due to the different charaderistics in performance, we cmpare 1) a perceptron
2) amulti-layer perceptron (see Sedion 5.8.2 and 3 genetic programming (see Sedion

5.8.3 for clasdgfication.

Figure 1 - Examples of off-lineg(left) and on-line(right) handwriting inputs

2.1.2. On-line vs. Off-line

There ae two kinds of inpu for charader recognition: off-line and online. Off-
line dharader recognition takes a raster image from a scanner, digital camera or other
digital inpu source The image is binarized using a threshod technique if it is color or
gray-scde so that the image pixels are ather on (1) or off (0). The rest of the pre-
processng is smilar to the on-line version with two key diff erences: Off-line processng
happens after the writing of charaders is complete and the scanned image is pre-
procesed. Seowndy, off-line inpus have no tempora information associated with the

image. The system is nat able to infer any relationships between pixels or the order in

! Self-Organizing Feaure Map



which strokes were aeaed. Its knowledge is limited to whether a given pixel ison a
off.

On-line dcharader recgnition accets (x,y) coordinate pairs from an eledronic
pen touching a presaure-sensitive digital tablet. On-line processng happens in red-time
while the writing is taking place Also, relationships between pixels and strokes are
suppdied dwe to the implicit sequencing of online systems that can asdst in the

recognitiontask (seeFigure 1).

2.2. Arabic Characters
2.2.1. Overview of Arabic Characters

Arabic is a language spoken by Arabs in ower 20 courtries, and roughly
asciated with the geographic region d the Midde East and North Africa bu is also
spoken as a seand language by several Asian courtries in which Islam is the principle
religion (e.g. Indoresiad). However, nonSemitic languages such as Farsi, Urdu, Malay,
and some West African languages such as Hausa have alopted the Arabic dphabet for

writing 2. Due to the aursive nature of the script, there ae several charaderistics that

E T o

Xaa' H aa' Jiim Thlaa® Taa' Baa' “Alf
S TS S TR B S
Saad Shiin Siin Zaay Raa Thaal Daal
L * : »

Qaaf Faa' Ghayn "Ayn Th:aa' Taa' Daad

L]
I o &
L.

Yaa' Waaw Haa" Muun Miim Laam Kaaf

Figure 2- Letters of the Isolated Arabic Alphabet

2 «Arabic Languege” entry, Encarta Encyclopedia CD-ROM, 1999



make recognition d Arabic distinct from the recognition d Latin scripts or Chinese (see

Figure 2) 2. The foll owing sedion summarizes the nature of these diff erences.

2.2.2. Arabic Alphabet

Arabic has 28 letters in the dphabet. It is based on 18distinct shapes that vary
acording to their connedion to precalding or following letters. Using a combination d
dots and symbad's above and below these shapes, the full complement of 28 consonants
can be oonstructed. Our system reaognizes 15 dstinct shapes or classs (see Figure 3)
becaise the assumption is made that certain classes are similar enowgh, that they will

look the same dter normali zation (seeFigure 4).

F Lo )T

8 i 6 3 4 3 2 1

S 9 o» 0 38

15 14 13 12 10

Figure 3 - Remgnition classes

3 graphic from http://www.arabic200Qcom/arabic/al phabet.html




Arabic isa aursive language. There ae no capital |etters and some letters are not
conreded to the letters that foll ow them (lettersin blue in Figure 2). Thus, words canna
be segmented based on pen-up/pen-down information a spacebetween letters. Block or
hand printed letters do nd exist in Arabic. Moreover, the airsive nature of the language
makes reaognition more difficult. In summary,

Many researchers have been working on cursive script recognition for
more thanthreedecades. Nevetheless the field remains one of the most
challenging problems in pdtern reagntion and # the exsting systems
are il li mited to restricted appgications [2] .

Arabic is written from right to left. Since the propaosed applicaion areaprovides
letters in an isolated form, segmentation is assumed and dredion d writing is nat an
issuie.  However, if our system automaticaly segmented words for reaognition,

knowledge of the diredion d writing would asgst in segmentation and recogniti on.

N # Figure No. 1 [EEFA# Figore Mo, 2 l_l_l_
| Normalized Feh Normalized Qaf
[ o ]
50 / 50 /
(TH) 100
150 150

4 Figure Mo, 2

Normalized Noon Normalized Beh

1] 0
50 / 20
40
100
60

150
g0

200 100
0 a0 100 150 200 0 a0 100 150 200

Figure 4 - Similar Nor malized shapesin the same dass



Letter Isofated  Final  Medial Initial

Naire Farm Form  Form  Form
Alef | |
Ba =l ot 4+ 4
Ta - . i 3
Tha & & L3
Jeem ey = “F ~
Ha T i = -
Kha ¢ & = £
[Dal 4 A

Figure 5- Samples of Various Arabic Letter Forms

Arabic has four forms for ead letter depending on the paosition d the letter in
eah word. These ae initia, media, final and isolated (see Figure 5)*. A more
generalized system would neel to train 60 separate dasses rather than 15 classes (for
isolated |etters) to acommodate dl four formsfor ead letter.

A key difference between Latin scripts and Arabic is the fad that many letters
only differ by a dot(s) but the primary stroke is exactly the same. Out of the 15 classes
for isolated letters, 10 classes have 2 o more letters that vary by only a dot(s) or symbad.
This highlights the need for a goodfedaure extrador/clasgfier for the secondary stroke(s).
The system detail ed in this work addresses the recognition d primary strokes, and makes

recommendations regarding the recognition d seandary strokes.

2.3.SOM (Self-Organizing Maps)
Unsupervised leaning is useful for fedure etradion becauise it finds

relationships between raw data points and clusters them together. These relationships or
patterns in data beame fedures of the data set. Self-Organizing Maps are a neural
network example of unsupervised leaning.

This sdion will give abrief overview of Self-Organizing Feaure Maps (or
SOMs). Teuvo Kohoren first introduced SOMs in 1982. They are defined as foll ows:

The self-organzing map (SOM) is a new powerful software tod for the
visualization of high-dimensiond data. It converts complex norinear
statistical relationships on a low-dimensiond display. As it therefore

* Taken from www.sakkal .convArtArabicCalli graphy.html



compresses information while preserving the most important topdogical
and metric relationships of the primary data elements on the display, it
may also be thougtt to produce some knd o abstraction[ 3] .

Two key fedures of the SOM are its ability to visualize high-dimensional data &

=10] ] K

500 epochs : 1000 epochs

h%:ﬁ-ﬁﬁc.

70

g0 S0 100 110 120 130 50 100 180 a0 100 150

Figure 6 - Unfolding dof the Self-Organizing M ap

well as abstrad statisticd relationships from data that may not be seen manudly. It
differs from general competitive leaning algorithms because it is topdogicdly ordered.
Neighbaing neurons will have similar feaures in the inpu space Figure 6 depicts the
unfolding of the ‘map’ astraining progressesin an SOM in this applicaion.

The @mmpetiti ve processof modified Hebbian® leaning trains a SOM.

Equetion 1 shows how the weight of a neuron j (w;) is adapted through the
leaning processwhere n is the leaning rate, x isthe inpu, y is the post-synaptic output,
and the modification term g(y;) which is a ‘forgetting’ function o the neuron's output
that prevents neuron saturation [4]. If we set the learning rate and the forgetting function

to bethe same variable, Equation 1 simplifiesto Equation 2.

® Hebbian leaning compares pre and past-synaptic adivitiesin aneuron. |f theinput and output are
correlated, the weight isincreased. If the input and output are not correlated, deaease the weight.



Equation 1-General Hebbian Learning

dw,

at =ny;X- g(yj )Wj

Equation 2 - Simplified SOM equation

dw, _EI(x-w,), if jinsideA,

at o, it joutsidel,,
Procedurally, neurons are aeaed and linked together in a chasen topdogy and

initi ali zed with randam weighting. Each neuron is presented with the same data pattern
and the neuron with the smallest Euclidean distance between its weight and that data
pattern (see Equation) beaomes the winning neuron. The weights used in cdculating the
distance inside the winning neurons neighbahood are upcdeted to incrementaly

minimize the distance between pattern and weights (see Equation 3).

Equation 3 - SOM Updating

A, (ny+n(n)x—w;(n)], if jOA,(n)

w;(n+1) = .
i (), otherwise

Figure 7 - Neighborhood of 1in red; of 2 in blueand of 3in purple



10

Two key parameters control the leaning process the neighborhood function
Ai(x) which determines the radius aroundthe winning neuroni for agiven inpu x inside
which the neighbaring neuron’s weights are alapted ( seeFigure 7)and the learning rate
n(nyat epoch n, which determines how much of a jump the neurons in the neighbarhood
of the winning neuron take toward the inpu vedor. In order to ensure atopdogicd
ordering of the neurons at convergence as well as dability during leaning, the
neighbarhood and leaning rate aaptively shrink ower time. Thus, by the end d the
training process the neighbarhood consists of just the winning neuron and the leaning
rate goproadhes zero. For more information, seeHaykin [5] or Kohoren [6].

2.4.Perceptron Learning
The role of supervised leaning in a pattern reaognition goblem is in training the

b
X1

w \
%Gy_,

X2

X3/’

m
Xm
Figure 8 - Simple Perceptron

clasgfier. Inpu is passed into the dassfier along with atarget label. If the dasdficaion
does not match the target label, the weights can be ajusted so that the inpu is corredly
classfied. The supervised leaning technique used in this work as a dasdfier is a
perceptron. In effed the aumption is made that linea discriminants will be sufficient.
By doing so we gain avery simple leaning rule which lends itself to red-time leaning in
handheld computing divices.
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Perceptrons are simple neurons with a fixed number of inpus and matching
weights for ead inpu (see Figure 8). The output is binary and a perceptron hes a
threshold or bias, b, which provides the boundry between the two ouput classes.

Equation 4 - Perceptron Output to delimiter
m

V= Z WX +o
1=

In Equation 4, the result v is the input for the delimiter®. Substituting the bias (b) as the
first input simplifies Equation 4 to give Equation 5. This equation assumes that

Equation 5- Simplified Perceptron Output
= T
v(n) = Z w (n)x (n) =w" (n)x(n)
1=

Equation 7 -Perceptron Weight Updating Rules

wi(n+1) = w; (n) if w'x(n) > 0 and x(n) belongsto classC;,
w; (n+1) = w; (n) if w'x(n) < 0 and x(n) belongsto classC,
w; (n+1) =w; (n) — n(n)x(n) if wx(n) > 0 and x(n) belongsto classC,
w; (n+1) =w; (n) + n(n)x(n) if w'x(n) < 0 and x(n) belongsto classC,

Xo(n) = 1, wo(n) = b(n) and that there ae n training samples. This defines the hyperplane
dedsion surfacebetween the binary output classes (C; andC,) .

The weights are updated acarding to Equation 7 -Perceptron Weight Updating
Rules. If the weights are mrredly classfied, the new weights are unchanged. However,
if the dassficaion was incorred, the weights are moved toward training inpu X

moduated by aleaning rate n(n). Thisleaning rate may be fixed or decgy over time.

® The delimiter is afunction which usually deddes that an output isin Class1 if it is positive and Class2 if
it is negative
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A simple perceptron works properly if the dasses are linealy separable.
Linealy separable dasses do nd have any quadratic, cubic, or higher order terms in the
equation defining the solution. This means that the dasses in m dimensions must be far
enough apart that a hyperplane surfacein m-1 dimensions can separate them. If this
canna be acomplished then the solution is nontlinea and a perceptron will not corredly
separate the dasses. XOR is a dassc example of a nonlinea problem that canna be
solved by aperceptron. Looking at Figure 9, thereisnoway to draw a straight line that
separates the ‘x’ symbals and circle symbals.

i@ (1,1)

e [
I]-T 1 X

Figure 9 - XOR isanon-linear problem

If the problem has a nonlinea solution, a multi-layer perceptron (MLP) with
hidden layers can be used. However, MLP suffers from getting trapped in locd error
minima & well as lengthy leaning times as the number of inpus or nodes increase.
Stated dff erently:

Snce back-propagaion learning is basically a hill climbing technique, it
runs the risk of being trapped in a local minimum where evey small
change in synaptic weights increases the st function. But somewhere
else in the weight space there exsts anaher set of synapic weights for
which the st function is smaller than the local minimum in which the
network is guck...In principle, neural networks such as multi-layer
perceptrons .. haveto overcome the scaling problem, which addesses the
issuue of how well the network behaves ..as the mputationd task
increasesin size and complexty [5] .

Leaning is smple and efficient for a perceptron and it shoud be dosen if the
problem has alinea solution. For more information on @rceptrons, seeHaykin [5].
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2.5.Summary

On-line dharader recognition is divided into two pheses: feaure seledion and
clasgficaion. Determining representative fedures is very important in the recognition
process On-line proceses are dore in red-time and have implicit sequencing and
temporal information encoded into the inpu.

The Arabic dphabet, which is used by other cultures besides Arabs, has 28
charaders that cen be described with 15 pimary stroke dasss. Reaognizing Arabic
|etters diff ers from reaognizing Asian languages or Latin script languages *.

Self-Organizing Maps (SOMs) are a ompetitive leaning process with the
property that they are topdogicdly ordered. They typicdly allow the user to visualize
higher-dimension inpu vedors in 1- or 2-D space ad automaticdly selea feaures
cgoable of representing the inpu space The leaning rate and reighbarhood function
decay over time so that the leaning algorithm converges. SOMs are used in this g/stem
as afedure extrador.

Perceptrons are neurons, which have an arbitrary number of inpus, weights and a
bias term with a binary output. These ae trained to tune the weights towards a given
inpu pattern by afixed or variable leaning rate if the perceptron misclassfies that inpu
pattern. Perceptrons are agood choice for solving linea problems. If the problem is
nortlinear, then multi-layer perceptrons can be used to solve it, at the expense of further
uncertainty in the training process(loca minima). Perceptrons are used in this g/stem as

the primary clasgfier.

’ Asian languages tend to be block and stroke-based characters while Latin languages are aursive but have
letter classes which are distingu shable by more than dots or a symbal. Arabic is cursive with high
connedivity between letters.
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3. Review of State of the Art

3.1. Overview

Pattern recognition is a well-established field of study and charader recognition
has long been seen as one of its important contributions. However, Arabic charader
recognition hes been ore of the last major languages to recéve dtention®. Thisisdue, in
part, to the arrsive nature of the task (see @mments in Sedion 2.2.2. Two common
themes have driven much o the work in online Arabic charader recognition. Thefirst is
a hierarchicd divison d the inpu letter spaceto simplify the problem. The second
themeis heuristicdly defined rules for classficaion a fedure seledion, which tendto be
data and writer dependent. Now we will take alook a most of the ealier works by
method. After looking at al the goproades, we will discussthe strengths and wegknesses

of eath methodand summarize findingsin Table 10in Sedion 6.4.

3.2.Al-Sheik, Al-Taweel : Hierarchical Rule-based Approach

Al-Sheik and Al-Tawed assumed a reliable segmentation stage, which divided
letters into the 4 groups of letters (initial, media, final and isolated) as discussed in
Sedion 2.2.2 The reagnition system depended ona hierarchicd division by the number
of strokes. One stroke letters were dasdfied separately from two stroke letters etc.
Ratios between extrema and paition d dots in comparison to the primary stroke were
defined heuristicdly on the data set to produce arule-based classficaion. Recognition
rates for isolated letters were reported at 100% [7]. It was unclea from the paper whether
these results were on the training or test set.

3.3.El-Emami, Usher: Segmented Structural Analysis Approach

El-Emami and Usher were trying to reamgnize postal address words after
segmenting them into letters. They used a structura analysis method for seleding

feaures of Arabic charaders. The dasgficaion used adedsiontree In pre-processng,

8 An ealy work by Amin. et al. was only published in 1980
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they segmented using Belaid and Haton's method for finding extreme arvature. Some
of the fedures extraded duing this ssgmentation processwere diredion codes, slope and
presence of dot flags. A new inpu nealed to seach threededsion trees for the primary
stroke and also for the upper and lower dats. The dedsion treewas hand-twegked to find
the best parameters to fit the data set, which possbly could have led to owerfitting [8].

The system was trained on 10writers with a set of 120 ptal code words with a
total of 13 charaders. They used ore tester who had a recognition rate of 86%. They
instructed him to change his writing style to acourt for a we&nessin the system and
obtained 100% acairacy [9].

3.4.Bouslama, Amin: Structural and Fuzzy Approach

Bouslama and Amin produced a hybrid system that combined structural and fuzzy
techniques.  Structural analysis discriminated between various letter clases to be
recognized and fuzzy logic dlowed for variability in people’s handwriting within the
same dass Sampling was dore on the inpu data points by comparing tangent angles at
various points along the line. Endpants were kept automaticdly. The first point that had
a tangent difference bigger than a threshold 8 becane the next sampled pant. The
authors chose basic shapes auch as curves, loops, lines and dds as good feaures for
discriminating between letter clases. These were @nstructed using geometric and
structural relationships between the sampled pdnts. After fuzafying ° the feaures, fuzzy
‘If-then rules’ were aeded heuristicdly by the authors, following a study of the data set.
These fuzzy rules could dstinguish letters from combinations of these fuzzy feaures and
allowed for fuzzy membership in aletter classinstead of binary membership to cover the

variability in handwriti ng between authors. No test or acarracy results were listed [10].

3.5. Alimi, Ghorbel: Template matching and Dynamic Programming
Approach

Alimi and Ghorbel showed hov to minimize eror in an online reagnition

system for isolated Arabic charaders using template matching and dynamic programming
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with assumed segmentation. the reference bank of prototypes was prepared after
smocthing, namalization and coding the data @ordinates into a parametric
representation o angles. When new data was presented to the system, the distance
between the prototype and new data string was minimized using dynamic programming.
The number of prototypes was varied to seethe dfed onreaognition rates. As expeded,
more prototypes gave better acaracy. The optimum was at 9 prototypes with 96%

acauracy ontest datafor one aithor [9].

3.6. EI-Wakil and Shoukry: Hierarchical Template Matching and k-
nearest Neighbor Classification Approach
El-Wakil and Shoukry used stable fedures to herarchicdly reduce the number of
letter class considered based on template matching. The stable feaures were: 1) the
number of dots 2) relative paosition d the dots compared with the primary stroke 3)
number of secondary strokes and 4slope of secondary stroke. A k-neaest neighbar
clasgfier then used primary strokes encoded as a primitive of angular diredions in the
stroke to determine the dosest class Reaognition acaracy varied with the length of
primitive strings but the optimal string length gave an acaracy of 84% by testing 7
writers on sets of 60 charaders. Weighting the feaures manually by their relative
importance gave amaximum acairacy of 93% [11].

3.7. Alimi: Evolutionary Neuro-Fuzzy Approach

Alimi set forth a complete system that segmented letters acoording to an
understanding of the way that humans write. Given that an Arabic letter can have & most
6 strokes and that a stroke is defined as an asymmetric bell -shaped function d curvili nea
velocity with the speal tapering off at the end d the stroke, a system can automaticdly
segment a letter into sub-strokes, which define that letter. Eadh charader can be
represented as 6 fedure vedors. If the dharader has less than 6 strokes, the empty

strokes are zeroed ou.

° A fuzzfied feaure dlows for adegreeof membership instead of just in or out of class
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This st of feaure vedors was given to a fuzzy beta radial basis function reural
network to reaognize various letters. The strokes were overlapped to give dl possble
combinations of strokesinto |etters.

These overlapped ouputs were passed to a genetic dgorithm to robustly
remgnize words. Through a series of mutations and crosovers, the letters were
segmented ou and reaognized. Reported acarracy was 89% withou dot and daaiticd
information[12)].

3.8. Summary - Strengths and Weaknesses of Previous Work
3.8.1. Hierarchical Rule-based Approach

This approach had an excdlent recognition rate and a good dvide-and-conquer
strategy by reducing the dasses through hierarchicd rules. It also attempted to classfy all
of the forms of Arabic letters and wsed alarge data set. However, this approach would be
extremely sensitive to ndsy data in terms of the number of strokes snce the hierarchy
was built on courting the exad number of strokes. That isto say, when using a tablet for
data entry, stylus bource is often experienced on the hard surface In addition, wing
ratios of extrema is probably optimized for the particular data set and might not

generalize well.

3.8.2. Segmented Structural Analysis Approach

This approach aso had good acaracy and attempted to automaticdly segment
words. However, the method was sensitive to rotation and was tested ona limited input
data set and alimited ouput classficaion set. The third experiment gave 100% acairacy
results on ore writer who was coadhed to ater his dyle to avoid weaknesses in the
system. Before this ateration, the system was reaognizing at 86% acairagy. Overfitting
was a mncern since the parameters were tweged to give 100% acaracy on the training
Set.
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3.8.3. Structural and Fuzzy Approach

This g/stem had perfed training results. 44 fuzzy rules were @nstructed to
describe the training set completely. However, the fuzzy rules used were quite heuristic
as £ by the aithor’s quate: “These rules are obtained heuristically from the study of
many handwritten samples.”[10] The paper did na list any test set acarracy results.

3.8.4. Template Matching and Dynamic Programming Approach

Alimi and Ghorbel produced good test results at 96%. However, they only used
one test subjed who varied his handwriting aadossthe prototypes. This approach dd na
give enowgh variety in authors. It was not evident whether this approach generali zed well

or nat.

3.8.5. Hierarchical Template Matching and k-nearest Neighbor Approach

Like many other systems the authors showed good recognition results. Also, like
many other systems, this approadh’s gable feaures were sensitive to ndase aad might not

generalize well sincethe results were based onatest set of 60 charaders alone.

3.8.6. Evolutionary Neuro-Fuzzy Approach

This approach was more robust, possbly due to the use of a genetic dgorithm. It
also segmented in anovel way using curvili nea velocity. The test set was constrained to
only one word and a small subset of 7 dfferent letters. The system was also writer

dependent and so might have problems with scding to more writers.

4. Case for Neural Network Approad
4.1.Purpose statement

As mentioned in the introduction, this reseach will show on-line average Arabic
charader reaognition rates above 80% and training recognition rates above 90% using

neural networks for fedure extradion and classficaion with multiple unconstrained
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writers. Linea networks will be emphasized, where this represents the lowest
computational overhead duing both training and recdl, hence suitable for hand held
devices —the target applicaion device

4.2.Justification of Approach

Past work in the aea of ontline Arabic charader recognition hes focused on
structural/hierarchicd methods which crede feaures based onthe a priori identification
of the number of strokes, type of strokes and shape of strokes. This work clusters co-
ordinates in a stroke using a topdogicdly ordered SOM that acourts for variations in
handwriting and shoud handle naise robustly in pradice (providing that the training set
is wuitably varied). This is a novd use of neural networks in genera and SOMs in
particular to solve the ontline Arabic handwriting recognition problem. The only other
neural network approach to online Arabic charader reagnition is Alimi’s approac
using beta Radial Basis Functions and Genetic Programming. Our system classfies with
aperceptron because of itstraining efficiency and simplicity as alinea clasgfier.

Arabic is amajor world language spoken by 186milli on people (2001 estimate)®.
Very littl e reseach has gone into charader recognition in Arabic due to the difficulty of
the task and lack of reseachers interested in this field. As the Arab world becomes
increasingly computerized ' and mobile, and techndogy bemmes increasingly
ubiquitous, the nead for a natura interface becomes apparent. Typing is not a natural
user-friendy interface Voice regnition is more mmplex, computationally expensive
and prore to interference from the environment, leaszing handwriting recognition as a
viable dternative.

Pam-held computing is on the rise. A keyboard is too kbg for a paim-held
computer so a stylus and tablet system for interadion requires a much smaller interface

Hencethe neal for handwriti ng recognition.

10 spehttp://www.al-bab.convarab/language/lang.htm.
11 Seehttp://www.ditnet.co.aditnews/newsmay99/newsmay77_table.html for Arab World increasein
Internet users during a4 month period
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Palm™? introduced an Arabic interfacefor their palm computer in 2000. However,
originally, it had a script that the user needed to lean in Arabic like Graffiti for English.
In 2001,Palm Pil ot redi zed the importance of customized script by introducing Nukoush.

“ Even thoughwe have tested ou Graffiti database after consulting with

ove 25 wsers from different courtries to come up with the best designed

handwriting tedhnique, we fed that this is not enough, so we aeated

Nukoush” . *3

Our system goes one step beyond Nukoush since it does not require the user to
creae prototype letters but can use the weighted system out of the box. Customized
prototype letters will im prove the recognition rates for a given user but our system will
generali ze better than a Palm with a austomized Nukoush interface Moreover, use of a
perceptron classfier provides for fast additional red-time training to give user spedfic
fine-tuning of the dassficdion stage.

In the following sedion, we will | ook at the conceptual model of our system and

exploreits detail s.
5. Conceptual Model

5.1. Overview of Conceptual Model

Any pattern reaognition system can be divided into a number of distinct stages:
Data wmlledion, Storage, Segmentation, Inpu reduction, Normalization, Fedure
Extradion and Clasdgficaion. The goal of the overall system is to corredly classfy the
pattern being analyzed. Eadh stage has unique goals that enhance that posshility (see
Table 1). Figure 10 shows the phases of the Neural Network Handwritten Arabic Letter
Reaognition (NNHALR) system described in this paper.

Table 1 - Phases of a Pattern Recognition System

Pattern Reaogrition Phase Goal of Phase
Data Colledion To acarately record raw data while
minimizing quantization errors

2 palm is a popular hand-held Personal Digital Assstant for basic mobil e tasks sich as note-taking, email
and scheduling.
13 palm’'s Arabic site: http://www.arabicpal m.comVAPOS.htm#Nukoush
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File Storage To make the data persistent so that

experiments can be repeaed on the data
with an extensible format.

Segmentation To dvide or separate data inpu into
defined, clealy understood Hocks or
segments.

Sampling To deaease the size of the inpu data with

a resulting deaease in complexity for
training while minimizing lossof acarracy.
Normali zation To make the inpus invariant to such things
asrotation, scde and trandation.

Feaure Extradion To further reduce the inpu space by
grouping inpus into relevant feaures
Clasgficaion To corredly classfy theinput as one of the
output classes

.pendown -1 -1

212312 212312
213312 213312
& .penup -2 -2
Data . File 'l Seg-

Colledion Storage mentation

Clasdfi-
cation /
Perceptron

Feature
Extraction/
SOM

Nor mal-
ization

Sampling/
Critical
Points

Figure 10- NNHALR system
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5.2.Data Collection

5.2.1. Tablet and Monitor Specifications

Data mlledion for the NNHALR system was dore using a digital tablet to colled
Arabic letter samples from Arabic writers. The digital tablet used was a Wamm
Graphire Model ET-0405U with a resolution acaracy of 23 pants/cm. The adive
surfaceis 9.2 x 12.8cm. It has a sampling frequency of 100 pants/sec  The monitor
used was a 13 inch Optiquest by Viewsonic & 1024768 pxel resolution. The data
cgpture goplication screen was <t to the size of the monitor to standardize the inpu space
and to smocth the data samples. Earlier data samples were olleded from a smaller data
cgpture goplicaion screen and the results were subjed to significant amourts of jitter as
the user attempted to fit handwriting to the small monitor screen window space (see
Figure11).

Figure 11- Jitter (left) on a small screen; Smoacther (right) on a larger screen

5.2.2. Data Set

The data set for the NNHALR system needed to be large enowgh to cover the

variability in handwritten Arabic. There ae major intra-class differences between the

ways that various volunteas write the same letter in Arabic. We dedded that the data set
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shoud have 200 instances of ead of the 28 letter clases. This would require 20
volunteas writing 10 compl ete iterations of the dphabet.

Most of these aithors were students from the Faaulty of Computer Science d
Dahouwsie University while afew were from the Halifax community at large and their
data samples were mlleded ower the period d April-June 2001. Writer 2 was nat
included in any of the experimental tests snce the data was colleded onthe small data
cgpture gplicaion screen and hence the output was very jittery. The writers sgned an
informed consent form indicating their willi ngnessto participate in this voluntary study
(seeAppendix A for asample form)

After the first voluntee, it becane gparent that 10 iterations were excessve
since this voluntee rushed to get through and the last iterations were written in a sloppy
handwriting style. The number of expeded iterations was reduced to 5, which gave a
better mix of letter styles. They were well written at the beginning and slopper towards
the end. This gave an ided of 2800letters with 20 vdunteas x 5 iterations x 28 letters.
The volunteas were aked to go through the whole dphabet 5 times rather than
conseautively writing each letter 5 times. This gave the voluntee time to “forget” the
way that they wrote agiven letter.

Actudly, 2769 samples were wlleded since there was a bug with the data
colledion pogram which wrote data wlleded from a sample diredly to dsk and if the
voluntee entered the data very quickly, it would drop a letter occasiondly as it was
writing previous data to the disk. Also the program was designed to rejed any dataitems
which dd na have matching control codes. (seeTable 2 for abreskdown of adual letters
in the data set)

Table 2 -Breakdown of Data Sets by Class

1 |2 3 4 5 6 7 8 9 10 |11 |12 |13 |14 |15
Tran 54 | 237|179 | 120 | 120|120 | 117 | 120 | 119|119|119 |60 |58 |59 |55
Validation | 40 | 160 | 120 |79 |80 (79 |80 |79 |78 |79 |80 |40 {40 |39 |40
Test 23 |98 |74 |50 |50 |48 |50 |50 |50 |50 |49 |25 |25 |25 |25
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5.2.3. WinTab

The data wlledion pogram was a austom C program for Windows using the
WinTab spedficaion®. WinTab is a standard interface for pointing devices to
communicae with Windows. This permitted raw x and y coordinates to be taken dredly
from the digital tablet. Implicit in this data @lledion was a sequencet, which aided in
letter recognition later on.

5.2.4. Introduction of Noise

EEI:I T T T T T
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Figure 12 - Extracontrol codesin data colledion

There was ome noise introduced in the data wlledion plrese in the form of
additional pen-up and pen-down signals (see Figure 12). These were atifads *° of the

pen bourting on the hard surfaceof the digital tablet as the voluntees wrote the letter.

14 Seewww.pointing.com for detail s of the WINTAB spedfication.
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They were redistic and the NNHALR system shoud hande them in the future, bu for
now, the data was manually cleaned to exclude alditional pen-up and pen-down signals.
Note, that many of the previous works in the field will naot robustly handle noise like
these extra control signals, since they do a wurt of the number of strokes as a feaure
which is used to reagnize the | etter.

Ancther artifad introduced in namal handwriting was hooks. Many systems
dehook the handwriting before recognition bu a neural network method includes the
hooks in the training set and therefore the samples do nd need dehooking.

The quantization artifads introduced were minimal since the resolution acaracy
was 23 pants/cm on a 9.2 x 12.8 cm writing space This gives a quantization error of
0.5% in the x diredion and 0.4%6 in the y diredion. Errors from other fadors far
outweigh any quantization effeds. The resolution d the Palm hand-held is 0.035cm
which gives smilar quantization effeds.

5.3.File Representation

5.3.1. Persistent Storage
Our system nealed persistent data storage. This way, the raw data was accessble

at any time for training and testing purposes. Eventualy, the system will hande red-
time on-line data but this can be simulated using files as the source instead of a writer
using the digital tablet. Uponcompletion, only the weights of the feaure extradion and
clasgficaion phases would be stored persistently.

5.3.2. Extendable Format

5 In this paper, the terms noise and artifacts are used interchangeably.
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The data was dored in a format that could be eaily understood Ly other
handwriti ng recognition programs. The UNIPEN *° standard for cursive handwriting was
chasen to acaomplish this. This format has become the worldwide-acceted standard for
storing cursive handwriting data. The NNHALR system neeled the data in a Matlab-
compatible format, so it receved an additional conwversion for this purpose but many
programs are written to read UNIPEN data diredly. Matlab®’ provided the aplicaion
and algorithm development environment for processng further phases of the recognition

processincluding neural network fedure extradion and clasgficaion.

5.3.3. Data Format for system

Eadh vduntea’s data was gored in ore large Unipen-compliant file. This file had
a header sedion with fields such as gender, handedness courtry of origin and age

Thipen Information

Algeria
Eahrain
Djibout
Eopypt

Figure 13- Data Colledion Dialog Box

18 detail s on UNIPEN can be found at http://hwr.nici.kun.nl/unipen/
17 For more about Matlab, seewww.mathworks.com
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range(see Figure 13). After the file healer, there was a letter label header. This was
followed by pen-up/pen-down control code information and X and y coordinate
information generated from the pen onthe digital tablet. This process was repeaed for
ead letter in the iteration set. Table 3 lists the data set subdvided by gender and courtry

of originto give anideaof even dstribution d the data.

Table 3 - Nationality and Gender Breakdown of NNHALR Data set
Egypt | KSA Kuwait | Other Palestine | Syria | Totals

Male 4 2 3 1 4 0 14
Totals 7 3 4 3 6 2 25
Female 3 1 1 2 2 2 11

5.4.Segmentation
5.4.1. Letter Segmentation

Segmentation accurs at two levels. In amore general recogniti on system, words must be
segmented into |etters and then lettersinto strokes. In arder for the pattern recognition
system to reaognize Arabic letters corredly, robust letter segmentationis needed. Since
the NNHALR system only processes isolated Arabic |etters, |etter sesgmentationis
asuumed. However, the system does need to pre-processthe achived UNIPEN format. A
custom segmentation program, written in C, which separated the
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UNIPEN filefor eat vduntee into individual files for ead letter and converted
the UNIPEN format into Matlab-ready format was used (seeFigure 14).

5.4.2. Stroke Segmentation

Stroke segmentation is dorne aitomaticdly by pen-up and pen-down control codes

provided by the tablet. In the &sence of noise, an automatic segmentation program could

simply court strokes and dvide the letter into its respedive primary and secondary

strokes '8, These would then be sent to separate SOMs for feature extradion. However,

since the data samples included extra pen-up and pen-down control codes as artifads in

the data olledion process the primary and secondary strokes were manually separated

with the goal of automating the processlater on.
This task is smplified becaise there is a definite order to the strokes. The
primary stroke is almost always written before any secondary strokes. Thus, in an

18 A primary strokeis the first and longest stroke. It represents the body of the letter. The secondary

stroke(s) is any strokes that foll ow in the same letter.
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automated system, the Primary SOM can receve the first stroke. If it recognizes, then
the secondary strokes are sent to the Secondary SOM. However, if the Primary SOM is
undedded abou the first stroke, then there is possbly noise and the seoond stroke is sent
to the Primary SOM. This procedure is repeaed urtil the Primary SOM gives a positive
identification d astroke using athreshold ¢. This threshold could be defined as a degree
of confidencein the winning clasgfication.

Many of the systems looked at in Sedion 3 depend ona @urt of the strokes as a
key feature to be fed to the dassfier. This creaes a problem if the data is noisy. Our
system shoud ded with this effedively since the fedure extradion dces not depend on
control codes or stroke @urting after segmentation.

5.5.Critical Point Extraction

The next phase reduces the data inpu spacein arder to minimize the training
requirements by considering only the important feaures of a letter instead of every data
point. This reduction is accomplished by extrading criticd points from the data. Using
the dgorithm put forward by Lee ad Pan for tradng and representation d on-line
signatures [13], we extraded the aiticd points. We foundthat using the procedure for
ChkLOS was sifficient to extrad enowgh criticd points to provide mpetitive

classficdionacaracy.

Line of Sight of Line
Fig a)

'\*—LQ

Not Line of Sight of Line
Fig b

T

Figure 15- Calculating Line of Sight
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ChkLOS stands for Chedk Line of Sight and chedks to seeif an intermediate point
isin Line of Sight of aline between two endpants (seeFigure 15). Note that in part a) of
Figure 15, the blue dot is LOS of the blue line while in part b), the green dad is nat LOS
of the blue line. This procedure will give aiticd points at all endpdnts and any curvature
variation greaer than athreshold d.

This threshold can be varied to give different numbers of criticd points. If dis
set to zero, then all the paints are given. If & is st high, then orly afew criticd points
will be cdculated. What is the right number of critica points for reducing the input space
whil e retaining the important data points to crede feaures? Tejwani says.

“The human appaently places heavy emphasis on features that are

formed by citical points that are symnetrically oppasite abou an axis

and features that are exracted from adjacent critical points from the

shape.” [14]

Since arsive handwriting is not a dosed shape, there generally is not symmetry
abou an axis. However, at high pdnts of curvature there shoud be a oncentration d
critica points whil e straighter sedions of stroke will have significantly lesscriticd points
(seeFigure 16). Table 4 shows experimental data for choosing a é threshold of 10 which
minimized the average number of data points and the standard deviation d the number of
data points.

Table 4 - Test data for seledion of parameter Delta
Delta Values for CheckLOS

Mean Standard
Deviation
Min Max Mean Min Max Mean
Delta=1 10.48 32.89 20.92 3.61 9.93 6.42
Delta=2 10.23 32.04 20.51 3.46 9.59 6.25
Delta=5 9.77 29.71 19.34 3.15 8.53 5.77

Delta=10 8.83 25.97 17.36 2.63 7.58 5.17
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Delta = 10 8.83 25.97 17.36 2.63 7.58 5.17

5.6.Normalization of Data

Oncethese aiticd points have been extraded, the data needs to be normali zed so
that the letters will be the same size andin the same pasition.

5.6.1. Scaling Normalization

People have grea variability in their handwriting. Some write small | etters and
others write larger letters. Scding reduces or enlarges the size of the letters to a pre-
defined size. In ou system, the predefined size is given by the mean of the average
difference between the maximum and minimum in the x and y diredions aaoss all
volunteeas.

Table 11in Appendix B shows the resulting averages. After roundng the mean x
and mean y values to 175,the scded box size for the data is 175«175 pxels. One of the
side dfeds of scding the letter data is that the minima aad maxima in the x and y
diredions touch the edge of the scding box. An analysis of the data shows that this works
well for al |etters except for the letter Alif which istall and thin (similar to the letter ‘I’
in the Latin alphabet). We modified the scding algorithm to orly scdein they diredion

+ Figure ;lﬂlﬂ # | Figure No_ 1 M =13
File Edit ‘'window Help File Edit ‘window Help
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Figure 16- Critical Point Density — Original Letter(Left); Critical Pointsextracted with Delta=10
(right)
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but leave the x diredion urtouched for Alif. This scded Alif was then centered in the unit
box. This gave marked improvement in Alif recognition acarracy .
However, this process must be auitomated so that the dgorithm automaticaly

deteds an alif. Comparing theratio of the diff erencein extremain the x

diredion dvided by the difference in extrema in the y diredion acomplishes this. If
these ratios are greaer than some threshold y (defined heuristicdly), the letter is not an
aif (seeEquation 7). This leals to the interesting case of classfying the letter to extrad
the fedures before dassfying the letter.

Equation 7 — Alif Detedor

_ max(x) —min(x) _ [hotalif if r >threshold
max(y) —min(y) alif if r <threshold

19 Choosing athreshold of 0.25 daesn't classfy about 11% of the Alifs on average but doesn’t misclassfy
any other letters. This means that 89% of Alifs are now normalized for height but not width.
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Figure 18- Normalizing L etter data

5.6.2. Translation Normalization

Now that the feaure extradion stage will see data scded to the same size, we
neel to give it data that is translated to the same spot relative to the origin. Since we
have dhosen negative numbers as control codes in the data, we do nd want to introduce
negative wordinate numbers abou the origin which are no longer distinct from these

control codes. Therefore, the unit box which all | etters are translated into, has completely
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positive @ordinates.”® Translating within this box enhances the similarities along the
edge while trandating abou the centroid would enhance the similarities close to the
centroid. This process fioud be seleded to refled the greaest variance in the data set.
Figure 17 shows the variance in letters normalized to a unit box where the greaest
variance is aong the elges of the unit box. Figure 18 gives a typicd letter before and
after scding and trandlation.

The NNHALR system was sded aaoss the entire letter before segmentation.
This gives a wider variety in inpu and shoud lead to more robust fedure ectradion.
However, an aternative scding technique would be to scde dter segmentation which
shoud give better recognition acaracy aaossthe data set.

5.6.3. Time Normalization

As gated ealier, ore of the alvantages of online charader recognition is that
temporal information such as sequence and length o time to produce strokes is implicit.
Sequence information was used in ou system to give the fedure ectradion stage
additional temporal information abou a @ordinate within a stroke. The Wamom
Graphire tablet records pen input a a maximum rate of 100 pants/second X, However,
some voluntees write & a different pacethan athers and may even write & a different
pacefrom themselves at a given time. Thisislikely to dstrad the learning processfrom
identifying robust fedures (i.e. represents a source of ‘noise’). We therefore, nedd to
normali ze the sequence information over the unit interval in order to compare diff erent
strokes.

However, following normalization with time acoss the unit interval (ie. t O
[0,1]), the SOM did na separate well in the temporal diredion. Since the interval along
the other axis (x and y co-ordinates) was much larger, the SOM only performed well in
the aordinate diredion. Normalizing time with t [0 [0,10Q correded that problem. This
means that the first endpant ist = 0 and the last endpant ist =100for ead letter. Time
normali zation is divided aaoss $rokes 9 that if aletter has 2 strokes, the first or primary

20to 175in the x diredtion and Oto 175in they direction
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stroke will be lower in the time-normalized sequence and the second o seandary stroke
will have higher time-normali zed sequence numbers.

It remains to be seen what the dfed on secndary strokesis, bu it seems to work
well on pimary strokes. A possble variation for trying to improve recognition acaracy
is to set the temporal horizon at max(t) =100for ead stroke rather than ead letter since
letters without seaondary strokes will have adifferent temporal horizon than letters with
semndary strokes. One hunded was arbitrarily chosen as a unit interval becaise it was

the neaest order of magnitude to the magnitude of the scded x & y maxima.

5.6.4. Rotation Normalization

Making a data set rotation-invariant is ancther typicd normalization. It was
asumed that the SOM would hande dlight variations in rotation and produce robust
fedures snce the SOM is topdogicdly ordered groupng similar rotation aientated
letters together. However, Writer 26 wrote dl of the data on the dant and the
performance on reaogniti on (39%) was the worst of any of the test data.

In addition, this writer also introduced some new patterns previously unseen bu
this effed was nat sufficient to acourt for this level of poa reaognition. A dlight
modificaion onthe system would be to rotate the data by some small random angle @ou
a Gausgan curve. Thisfavors snall randam changes in rotation while dlowing for more
extreme rotational change. Thiswould give anew data set with more robust invarianceto
rotation. Another possble solution was to use an algorithm to deted the longest axis
abou which to rotate the letter and namalize it with resped to the origin. It was dedded
that this methodwas too computationally intensive.

5.6.5. Skew Normalization

Skew?? is gretching or shrinking an okjed. Italicized letters are an example of
skew. Again, the assumption was that the SOM would hand e the skew in letters because
of itstopdogicd ordering properties and ratural variationsin skew in the data set.

2L \Waoom Graphire Users Manual p. 108
22 Skew and slant are used interchangeably in this paper.
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5.7. Feature Extraction
5.7.1. Purpose of Feature Extraction

The purpose of fedure extradionis two-fold: to redize that not all data points are
equally relevant or useful for pattern recognition and, in the cae of neura networks,
further reduction d the data inpu space to ke the network sizes computationally
tradable. Usuadly in online dcharader reagnition, the feaures are manually chasen.
Examples include number of strokes, pasition d strokes, curvilinea velocity, or maxima

and minima.

5.7.2. Suitability of SOM for Feature Extraction

A neura network approach to fedure extradion alows automatic seledion o
relevant feaures. These fedures may be obvious, or subtler unseen relationships
between the data points. Further study could extrad which feaures the SOM found
important to dscriminate different Arabic letter classes. A possbletod for thiswould be
dendrogram interpretations of feaures.

The hypathesis is that SOM choases relevant feaures for later classficaion. Our
reseach will show the veradty of this hypathesis with the understanding that an SOM
can nd acourt for variations in data which it has not trained on.

5.7.3. General SOM Feature Extractor Design

There ae anumber of parametric considerations in designing a SOM network.
One nedds to knav how large to make the network and for how many epochs (complete
cycles through the training data) to train the network. This can only be determined
empiricdly. There were two indicaors used. The output from the SOM was used as a
raw classfier and dotted ona cnfusion matrix. Classficaion was dore by measuring
the minimum distance between ead nock of the data pattern and the average feaure
vedors for eat class Perfed classficdion leals to a unique monaonicdly increasing
“step” pattern between class label and classficaion. Two indicaors were used to
determine the suitability of a given SOM configuration based onthis raw clasgfier rate:
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the grossmisclassfication rate and the “clumpiness’ of the misclasdficaions #%. In ather
words, hov many errors did it make and hov consistently did it misclassfy them? Was

it ordered or randam?

5.7.4. Two SOM Model
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Figure 19 - Two SOM M odel

In order to dedde on a particular configuration for a SOM, we experimented with
various configurations and arrangements of neurons and ndiced that when a square SOM
was used, the neurons were organized in a redangular shape. Since the alge neurons
were not being adivated, a rectangular arrangement of neurons was chosen (see Figure
6).

The next phase in training the SOM configurations was to reagnize that various

Arabic letter classes favored ore anfiguration over ancther and to train a number of

2 «Clumpiness indicates whether a given misclassfication was consistently misclassfied (above a
threshold) or whether it israndomly misclassfied.
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Figure 20- One SOM M odel

SOM networks to cover the spedrum of Arabic letter classficaion. This would prove
useful in partitioning later on (seeSedion 5.8.4).

The first SOM model was a pair of SOM, one SOM for X coordinates & T (time)
inpus and the second SOM for Y coordinates & T(time) inpus. The first SOM was 35
nodes in a 7x5 arrangement. The seand SOM was 24 nodsin a6 x 4 arrangement (see
Figure 19). In the model, primary data strokes are fed simultaneously to the dual SOM,
data pair by data pair, and awinner noce is determined based onthe SOM equation given
in Equation 2. When these winning nodes are adivated, the amulative scores in the
correspondng output vedor offset are incremented. After al the data pairs have
randamly been entered in the SOM, the two SOM output fedure vedors are joined
together to crede anew output feaure vedor of 59 ouputs per pattern. The other 2 SOM
architedure tried was 70 noaes, 35 nogsfor X & T and 35 nodsforY & T.

5.7.5. One SOM Model

The seacond SOM mode is a single SOM with three dimensions (X,Y & T) as

inpus. This one had 60 noas in a 10x6 arrangement (seeFigure 20). In this manner, we
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could compare diredly how a 59-noce pair of SOMs and a 60 nog SOM performed
respedively.

It was determined that the 2 SOM network extraded feaures better than the 1
SOM network. X&T needed 35 noas while Y&T needed 24 nods. 5000epochs was
chosen as a suitable duration for training. Training for more gochs (7500 did nad redly

improve the misclasgfication scores or the “clumpy” nature of the misclasgfications.

2 SOM 70 vs 1 SOM 60 on Training Set
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Figure 21- 2SOM 70 vs1 SOM 60

Figure 21 shows the differencein clasgficaion acaracy between 2 SOM 70 and
1 SOM 60 by letter class Any difference below zero indicaes better performance by 2

SOM 70. Class2 isthe dedding classfor overal acairracy diff erence on the training set.

5.7.6. Feature Vector Normalization

The outputs from the feaure vedor are normali zed acerding to Equation 8 The
ji™ eement in the i™ ouput vedor is deaemented by the mean and dvided by the
standard deviation for that vedor. This helps the dassfier to train better by plaang 68%
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of the data within a single standard deviation d the mean (zero) and 996 within three
standard deviations[15].

Equation 8 — Feature Nor malization

prom — PIJ

i) - PStd

5.8. Classification
5.8.1. Perceptron

A perceptron, which takes the normalized SOM outputs as inpus, is trained for
eat o the 15 classes. The input ranges are the normalized max and min from ead SOM
node. We trained the perceptron for 500 epochs on the inputs from the 1%,39 and 5"
samples from ead o the first 20 writers. This acourted for the “sloppy” fador where
the writers would write faster and sloppier as the trial experiment progressed. Originaly,
we had been training on the 1%,2" and 3% samples and found that the data was more
likely to overfit nea handwriting. The training error goal varied with the different SOM
architedure inpus. With ead group d perceptrons, we took the lowest training error in
the first 500 epochs and saved the weights at that point.

In training the group d perceptrons, we modified the origina transfer function o

the network from hardlim to puelin 2* to give the output described in Sedion 5.9,

5.8.2. Multi-Layer Perceptron

Recdl from the discusgonin Sedion 2.5that multi-layer perceptrons were useful
for solving nonlinea problems. To test the hypothesis that the dasdficaion d Arabic

handwritten letters was a nonlinea problem and therefore was too dfficult for a

% Hardlimis atransfer function that outputs 1 for any outputs above zeo and Ofor all outputs below zero.
Purelin gvesthe output asit iswithout any changes.
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perceptron to solve, we used the same outputs from a SOM and classfied using a set of
MLPs, with ore MLP for ead SOM network. The results are discussed in Sedion 6.3

5.8.3. Genetic Programming

Genetic programming uses mutation and crosover to seach a popuation d
encoded symbadli ¢ solutions to solve the dasdficaion problem. Genetic programs use the
instruction set (+, -, *, %, sine, cosine, sgrt in this case) to creae programs that will
corredly classfy a given data set with a given recognition rate. This provides a
comparison with the dasdgficaion acairagy of the perceptron wsing an aternative, more
robust nortlinea leaning algorithm than that of the MLP.

The results are discussed in Sedion 6.3, For more information abou genetic
programming, see Koza[16] for the seminal paper in the field and Tomass [17] for a

concise introductionto GP .

5.8.4. Class-wise Partitioning

After trying the &owe threedifferent SOM/perceptron architedures, it was noted
that clasdfication performance varied classwise acossdifferent SOM configurations. A
new system could therefore be mmpased by partitioning™ the various architedure's
based onthe best classwise dassficdions, as identified ontraining or validation data,
for abetter overall recognition rate.

The lowest expeded error rate for eat classwas chosen (see ©lored entries in
Table 5 and Table 6) and a committee of experts was established. Based ontraining or
validation error performance, a given SOM/ perceptron combination would be dhasen for
a particular class These dass ®€ledions would then be “fixed” so that the dassficaion
would be based onthe SOM/perceptron’s most discriminant classes. In the cae of atie

between classwise dassficaion errors, the SOM architedure which had the lowest

%5 Partitioning is the processof recognizing which SOM performs best on a given letter classand
‘combining’ those nodesto creae anew ‘single’ SOM. This SOM could be manually creaed by
combining reurons from the other SOMs but we simulated this.
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overal error rate was chosen. Partitioning on training(Table 5) gave adifferent result
than partitioning on \alidation (Table 6).

Table5 - Err orswith ClassWise Partitioning on Training Set

ByClass |1 [2 [3 [4 [5 [6 [7 [8 [9 [10 [11 [12 [13 [14 [15 [Total
Errors
2SOM59 [38 [75[9 [23[19 |63 [3 [3 [22 |12 (16 |1 [4 [0 |8 [260
2SOM 70 |6 28 |17 |8 - 18 [19 [52 |2 2 ” 202
1SOM60 |5 |97 |69 |22 [19 [15 [11 |6 |9 |25 4 |6 |4 |7 |[307
Partitioned |3 - 19 [15 |3 - 9 [11 1 - 0 ” 119
Table 6 - Err orswith ClassWise Partitioning on Validation Set
ByClass |1 [2 [3 [4 [5 [6 [7 [8 [9 [10 [11 [12 [13 [14 [15 [Total
Errors
2SOM59 |13 [68 [15 (30 [18 |46 [10 (9 [19 [15 [15 |6 [13 |5 [12 |294
2SOM 70 | 14 ” 19 24 ” 22 29 [40 [9 |19 13 | 259
1SOM60 |6 |82 |52 |17 [25 |20 |10 (12 |18 [24 [12 |9 |6 |13 |15 [321
Partitioned | 6 ” 15 - 18 ” 10 - 15 (12 [6 |6 - 12 | 170

5.8.5. Pruning

One problem encountered using Classwise partitioning was that a committee of

experts incressed the number of SOM neurons threefold to 18 neurons. Given the
intended applicaion bese, idedly the system needed to be smaller. Pruning the nodes
provided a chanceto get rid of non-productive nodes and improve eror rates at the same

time.
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Using the fad that eady SOM/perceptron combination performed well on a subset
of the dasses, an agorithm (see Figure 22) was implemented that attempted removing

[ renmobvednodes] = renpbvenode(network, data set,target set,initial baseerror)

initialize variables
whil e errorchange >= 0
adj ust errorchange
zero out the best node for reducing error
for i =1 to size of data set
zero out the ith row
run data set through network
find errors in classification
conpare agai nst partitioned classes for error count
end
sel ect new node which has the | argest negative errorchange
store node index to renobvednodes
end

return;

Figure 22 - Remove Node Algorithm

eat SOM node and simulating the dassficaion result for those dasss in the perceptron
network. Zeroing out the input for that node simulated removing a node. The node that
reduced the original error by the most was permanently zeroed ou. Aslong as the eror
deaeased or stayed the same, nocdes would cortinue to be removed. In Sedion 6.1.4 we

will discussthe dfedivenessof partitioning and pruning.

5.9.Output

The purelin ouput from the perceptrons gave various levels of adivation d the
different classoutput neurons for a given inpu sample. ldedly, the mrred class fioud
be pasitive while dl other classoutput adivations are negative. However, there were two
other posshiliti es that occurred: 1) there was more than ore pasitive output 2) there were
no paitive outputs. The rule for dedding which class won was to take the maximum

adivation level and dedare that class as the winner, even if al classes had negative
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adivation. Using a purelin transfer function and the maximum rule for winning
clasgficdion led to some misclasgficaions whereas a hardlim rule [39] would have
clasgfied the pattern as undedded. However, it also classfied some negative adivations

corredly sincethe @rred classwas closest to a positive adivation .

5.10. Summary

A hanadwriti ng recogniti on system has many phases that asgst in transforming raw
X & y co-ordinates into a dasgficaion dedsion. Preprocessng of the data includes
segmentation, representation, sampling and narmalization. The next major stage is
feature seledion. In our system, this was dore by an SOM architedure to automaticdly
seled discriminant fedures. The last mgjor stage is clasdfication. These results went
through an opimization stage of classwise partitioning and pruning. Sedion 6.3
compares the performance of a perceptron, a multi-layer perceptron and a genetic

programming algorithm as classfiers.

6. Experimental Measurements

Our experiments were conduwcted on the Arabic handwriting of 25 independent
writers who contributed a total of 3461 isolated Arabic letters as detailed in Sedion 5.2
(seeTable 2 for bre&kdown by clasg. These letters were then processed as described in
Sedion 5. The experiments had 3trials on 3 dgjoint data sets: 1) training (1656l etters) 2)
validation (1113 letters) and 3 test (692 letters). The validation set was composed of
letters that were written by the same authors as the test set but not seen in testing. The test
set was written by 5 authors that were totally ‘unsea’ in the training process

There were four procedures dore in ou experiments. training, partitioning (see
Sedion 5.8.4, pruning (see Sedion 5.8.5 and testing. The first trial trained on the
training set and tested on the validation set and test set withou partitioning or pruning.
The secondtria trained, partitioned and pruned onthe training set and then tested onthe
validation set and test set. The third trial trained on the training set, partitioned and
pruned onthe validation set and tested onthe test set (seeTable 7).
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6.1.Results of Experiments

The first experiment was to simply train the 3 SOM architedures on the training

set and test on al three sets withou any optimizations. The results are displayed in

Sedion6.1.1

This becane the basdline for later optimizations. The baseline for recognition acairacy

was defined as the average acaracy of the validation and test set of the best

SOM/perceptron architedure without partitioning or pruning. We foundthat choosing an

error goa for ead SOM/perceptron architedure during the 5000 epochs perceptron

training time improved the accracy aaoss training, validation and test. Using this

output as a baseline, we then ran trials #1-3 and compared results. (seeTable 8).

6.1.1. Trial 1 — No partitioning or pruning
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The best SOM for reagnition acarracy isthe 2 SOM 70 rode. On training, it
recorded an acarracy of 88%. On validation, it had recognition acaracy of 77%. On
test it had an acairacy of 64%. Figure 24 and Figure 25 show the respedive onfusion

matrices for Trial 1 acossthe training, validation and test sets.

6.1.2. Trial 2 — Partition and Pruning on Training Set

The training acarracy results were 94%. The validation acaracgy results for
partition and pruning on training set were 82% for classwise partitioning only and 84%
for partitioning and pruning based onthe training set. The test acaracy results were 77%

Trial 2 SOM 70 - Validation Set

Trial# 2 500 70 - Training Set
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Figure 24 - Trial #1 Training and Validation Confusion Matrix

ontraining pruning and partitioning. Partitioning on the training set seleded 6 noaks from
the 59 SOM, 6 nocks from the 70 SOM and 3 nods from the 60 SOM (refer to Table 5).
Pruning on the training set reduced the 59 SOM to 53 nods, the 70 SOM to 63 nods,
and the 60 SOM to 42 no@s. Thiswas atotal of 158 noas or areduction d 16% in the

number of nodes after pruning. Pruning aso reduced the number of errors by 1%.

Table 8 - Reaognition Accuracy Results

Train

Validation

Test

Average

Baseline— No training goal

83%

3%

63%

69%
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Tria #1—No optimizations 88% 7% 64% 2%
with training goal

Tria #2 — Partition/Prune on Training 94% 84% 77% 80%
Trial #3— Partition/Prune on Vaidation 9% | 8% 7% 85%
Average 9% 83% 73% 7%
Genetic Programming 92% 7% 72% 74.5%

6.1.3. Trial 3 — Partitioning and Pruning on Validation Set

The validation acarracy results were 89% after partitioning and pruning on the

validation set and 8%% after only partitioning. The test acaracy results were 79% based

on validation set pruning and partitioning. Partitioning on the validation set seleded 6
nodes from the 59 SOM, 6 nocas from the 70 SOM, and 3 noas from the 60 SOM.
Pruning on the validation set reduced the 59 SOM to 43 nodes, the 70 SOM to 63 nods,
and the 60 SOM to 42 no@s. Thiswas atotal of 148 noas or areduction d 22% in the

number of nodes. Pruning also reduced the number of errors by 4%.

6.1.4. Effectiveness of Partitioning and Pruning
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Figure 25 Trial#1 Test Set Confusion Matrix
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We have generally shown the dfedivenessof classwise partitioning and pruning.
What is the relative dfedivenessof partitioning and pruning based ontraining compared
with being based on \alidation cata?

When the training set is used for partitioning, there ae 4 classes in the test set
where partitioning doesn’t choose the lowest error rate for atotal of 7 errors. This makes
adifferential of 1%. When the validation set is used for partitioning, there ae 2 clasesin
the test set where partitioning doesn’t choose the lowest error rate for a total of 4 errors.
This would only reduce erors by 0.5®6. Clealy, partitioning on a data set that is
different from the training set is optimal over partitioning on the same set as training.

When the training set is used for pruning, there ae 156 errors instead of 222
errors withou pruning for a total error deaease of 9.5% over the test set. When the
validation set is used for pruning, there ae 148 errors instead of 198 errors withou
pruning for atotal error deaease of 7.2% over the test set.

Pruning the data set resultsin adeaease in error rate. We dso ndicethat pruning
on the validation set is optimal by 8 errors over pruning on the training set (these finding

aresummarized in Table 9).

Table 9 - Relative Effedivenessof Partitioning and Pruning

Training Set Validation Set
After Partitioning
Non-optimal classes 4
Additional errors 7 4
After Pruning
Total Errorsin Test set 156 a 23% 148 a 21%

6.1.5. Test Set Analysis

Looking at abres&kdown dof the test set results, we naticethat threeout of the five
test writers had acairacy above 80%. Writer 26 was excluded becaise she wrote dl her
letters on a slant which resulted in an acaracy of 39.3%. (try rotating her data later)
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Writer 2 | 3 9 10| 11| 12| 13| 14| 15| Tota | Acauracy
Error

22 0 |1 o (1 (1 (0 |1 |0 |1 18 87.1%

23 2 |2 5 (2 |0 |0 |4 |0 |1 |25 82.1%

24 3 |1 2 |4 |6 1 |3 |2 1 |34 70.6%

25 4 |12 10 {3 (0 |0 |3 |0 |2 |54 60.3%

27 5 |0 o |0 |0 (0O |2 |1 |0 |19 86.30

6.2.Proof of concept

Our initial claim was: “This reseach will show on-line arerage Arabic charader
recognition rates above 80% and training recognition rates above 90% using neural
networks for classfication and feaure extradion with multi ple unconstrained writers.”

Part of the data mlledion pocess was to instruct the writers to write isolated
letters “as they normally would” (see Sedion 5.2.2). This gave our data set the desired
unconstrained nature.

We had 25 sets of data that we trained and tested onto show multiple writers.
Our average recognition rate for validation and test setswas 71.8% in Tria #1, 80.26in
Trial #2 and 85.26 in Trial #3 for atotal average of 79%. The training recognition rate
was 88% in Trial#1,and 946 in Trid #2and 90% in Trial #3for an average of 92% *°,

6.3.Comparing Perceptrons with Other Classifiers

Perceptrons are quick to train and suitable for linea problems. The asumption
for this projed was that the problem could be solved linealy. To chedk this hypaothesis,
noninea classfiers (Genetic Programming and Multi-layer perceptrons) were compared

with perceptrons.

26 Calculations were done & follows : The average recognition rate is the average of the azerages between
validation and test sets acossthe 3 trials.
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Genetic Programming (GP) is an evolutionary madine leaning strategy that uses
crossovers and mutations to crede a program of mathematicd operations on a data
popuationto producethe “fittest” popuation as discussed in Sedion 5.8.3 It was tested
on the poarest performing SOM network, SOM 60. Genetic Programming had a positive
example average of 92% for the training set, 77/ for the validation set, and 726 for the
test set. Perceptrons had a paositive example average of 81 % for the training set, 71% for
the validation set and 5%% for the test set. Multi-layer Perceptrons (MLPs) had a positive
example average of 94% for the training set, 73% for the validation set and 6% for the
test set. The detail ed results can be foundin Appendix B : Tables 12-14.

GP had better test set results than the perceptron and is more robust in a noisy
environment. However, the perceptron scored better for the validation set which is the
closest simulation to a PDA with a single user. Multi-Layer Perceptrons overfitted onthe
training set and dd poaly onthe validation and test set.

The perceptron classfiers also owerfitted on regative examples. A tedhnique to

overcome thisisto weight the paositive examples more heavily.

6.4. Comparing NNHALR with Previous Systems

Table 10— Summary of Previous Approaches

Approac Segmentation | Writers | Sensitiveto | Classes | DataSet | Recognition
Noise Accuracy

Hierarchica Rule- No ? Yes 60 1200 100%

Based

Segmented Structural | Yes 1 Yes 13 50words | 86%

Analysis

Structural / Fuzzy No ? Yes 28 ? 100%

Template/Dynamic No 1 No? 28 28x20 | 96%
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copies
k-nearest Neighbar No 7 Yes 60 28x 7 84%
Evolutionary Neuro- | Yes 1 No 7 100 8%
Fuzzy words
NNHALR No 25 No 15 3461 78%

Table 10 summarizes previous approaches in handwritten Arabic letter
recognition. Since nore of these systems were gplied onthe same data set, and many of
these systems were nat tested onindependent and extensive test sets, it isnot afair match
to compare how these systems did against eat ather as well as our system. However, to
give a rough estimate of relative performance we have included this table for

completeness

6.5. Summary

Three e&periments were @nduwted on a base-lined set of data which had a
training goal for eat network and was divided so that the 1% ;39 and 5" samples from
ead writer becane the training set and the 2" and 4" samples becane the validation set.
5 writers contributed extra samples that were used in the test set but not seen in the
training of the networks.

The eperiment trials were: 1) no partitioning and pruning of the data 2)
partitioning and pruning on the training set and 3 partitioning and puning on the
validation set. The best test results came from partitioning and pruning on the validation
set for arecognition acaracy of 79%.

Looking at the test set analysis, 3 d the 5 test writers were @ove 80%. A 6™
writer was excluded from the test set because the writer wrote every letter on the slant
and test results for her were poa at 3%%. Rotating her charaders sioud redify this

problem and give better recognition resullts.
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Classwise partitioning and pruning both proved to be useful optimizations for
improving recognition acaracgy. The initial claim was validated in the training set and
was within 1% of being validated in the average of the validation and test sets.

Genetic programming provides a robust nonlinea solution to the worst network.
MLPs perform well on the training set but tend to owerfit and have poarer validation and
test results. This paints to further investigation d nortlinea solutions. However, this
needs to be weighed df against the speed of the perceptron for on-line aaption in
personal digital assstant computing platforms.

7. Conclusions

7.1. Conclusions drawn

We can conclude that our Neural Network approadh to recognizing Arabic
Handwritten Letters is proved as a viable wncept. Further refinement of the networks
will certainly produce higher recognition acarracy while increasing the robustnessof the
solution.

The Arabic language has ome distinctions from Asian o Latin-script languages
that make it a unique recognition problem. Our system ac®urts for some of these in the
separation d primary and seandary strokes into separate recognition tasks and the SOM
handling extra cntrol codes.

Many of the previous approaches to Arabic aursive dharader reaognitioninvolved
hierarchicd reduction d the cmplexity of the problem and heuristic rules for fedaure
seledionwhich would na read well to ndsy inpu.

Further work is necessary to explore nontlinea clasdfiers and ogimizing linea
solutions.

Also, to complete the Arabic letter recognition pocess the NNHALR system
shodd hande sewmndary strokes. This can be dore by manualy segmenting the
semndary strokes initialy and creding ancther SOM fedure extrador/perceptron

clasgfier combination and training it for seandary strokes. The results from secondary



53

stroke dassfication could then be used to anayze the output from the primary stroke
clasgficaion. The semondary stroke dassfier only needs to recognize 4 classes:. hat, line,
dot and hamza (an s-shaped symbadl) (see Figure 2 ). It could asgst reaognition for the
primary stroke dassfier by excluding letters which did naot have the dassfied secondary
stroke. Thiswould cause the system to classfy the data for the runrer-up classand likely

improve reagnition acaracy.

7.2. Summary of contributions
» Arabic handwritten isolated letter UniPen-compliant data set of 3469l etters

o Saf-Organizing Feaure Map network tuned to producerelevant feaures for Arabic
reaognition from data cordinates whil e reducing the input space

» Perceptron retwork tuned to reaognize the 15 letter class $iapes

* Robuwst automated fedure seledionin the SOM

» Potential of robustnessin the presence of noise

7.3. Future Research

» Semndary Strokes Feaure Extrador/Classfier

» Automatic segmentation d primary and secondary strokes

* Test assumption abou simil ar letter classes

» Change tempora horizon for primary and secondary strokes

* Ched robustnessin nasy setting and with dfferent randam initiali zations
» Determine which feaures the SOM findsimportant using a dendrogram

» Explore nonlinea classfiers

» Trytrandating data @ou the centroid instead of extrema

* Normalize scde dter segmentation

» Biasthe datatowards positive examples

7.4. Real-world applications of the concept
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» Pam interfacefor Arabic, which like Nukoush, has a austomizable Grafitti script but
can also work well for other people

e Handwriting tutorial for children

e Arabicinpu for computers where people do nd know how to type

* Cédl phoreinpu

7.5.Summary

Arabic handwriting recognitionis a difficult problem but our hopeisthat the
NNHALR system will be astep towards a neural network approach to robustly solveit.
The oncept is proved as apaosshility. Now, it remains for further research to buld on
this foundation and work towards automatic segmentation and recognition d Arabic

words.
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Appendix A — Informed Consent Form

Data Colledion for Cursive Arabic Alphabet Recognition

Principal Investigators:

Tim Klasen Dr. Malcolm Heywood
Faaulty of Computer Science Faaulty of Computer Science
Dalhouwsie University Dalhouwsie University

We invite youto take part in areseach study at Dalhousie University. Taking part in this dudy is
voluntary and you may withdraw from the study at any time. There will be no repercusson from
choasing nat to participate in this gudy. The study is described below.

This description tell s youwhat you will be asked to doand includes any risks or inconvenience
you might experience. Participating in the study may not benefit you dredly but we may be &le
to lean how to reagnize austom Arabic script and incorporate that into the design of new hand-
held recognition software. There is no compensation for participating in this gudy and you may
terminate your participationin the study at any time withou prejudice Youshoud dscussany
guestions you have éou this gudy with either of the principal investigators.

The purpose of this gudy isto remgnize austom Arabic letterswritten onadigital tablet. The
study consists of asingle sesson d 15-20 minutes where you will be asked to fill i n adialog box
with information consisting of your gender, handedness age range and country of origin. Then
youwill be asked to write the letters of the Arabic dphabet 5 times. These entrieswill be
recorded in afile. All personal and identifying datawill be kept confidential. Only the user code
will be used by the cmmputer system and the informed consent form will be kept in aseaure
place

In the event that you have any difficulties with, a wish to voice @ncern abou, any asped of
your participationin this gudy, you may contad the Human Reseach Ethicg/Integrity
Coordinator at the Dalhousie University Office of Human Research Ethics and Integrity for
asgstance. The phore number is (902494-1462.

| have real the explanations abou this qudy. | am at least 18 yeas of age. | have been given the
oppatunity to discussit and my questions have been answered to my satisfadion. | hereby
consent to take part in the study. However, | redize that my participationis voluntary and that |
am freeto withdraw from the study at any time.

Participant: Researcher:
Name: Name:
Signature: Signature:

Date: Date:




Appendix B — Experimental Tables

Table 11— Average Calculations of Scale

Writer
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20
21
Averages

Table 12 - Genetic Programming ClassResultsfor SOM 60

Average X AverageY

168

74
157

53
318
121

72

91
264
170

87
140
265
336

82
211
120
284
159
313

174.25

Training
Combined Positive
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82%
78%
72%
72%
79%
67%
75%
7%
7%
73%
7%
72%
75%
7%

185

73
154

56
318
131
104
108
253
161

83
143
261
297

75
182
125
275
190
347

176.05

100%
89%
94%
82%
86%
94%

100%
93%

100%
93%
81%
92%

100%
88%

Validation

Negative Combined Positive

81%
76%
70%
71%
78%
66%
74%
75%
75%
71%
76%
71%
74%
7%

82%
81%
82%
7%
88%
76%
81%
88%
7%
75%
74%
73%
82%
89%

90%
79%
80%
71%
93%
83%
85%
2%
89%
89%
48%
68%
73%
74%

Test
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Negative Combined Positive

82%
82%
82%
78%
88%
75%
81%
89%
76%
74%
76%
74%
82%
89%

75%
76%
75%
75%
85%
79%
82%
84%
75%
74%
78%
76%
76%
7%

78%
70%
74%
68%
90%
75%
76%
76%
2%
76%
53%
40%
84%
76%

Negative
75%
77%
75%
76%
85%
79%
82%
85%
75%
73%
80%
77%
75%
90%



Totals
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76%
75%

100%
93%

75%
74%

81%
80%

63%
7%

Table 13- Multi-Layer Perceptron Resultswith Training Partitioning/Pruning

Totals
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12
13
14
15

Training

Combined Positive

99%
100%
100%

99%

99%

99%
100%
100%
100%

99%

99%
100%
100%

99%
100%

99%

87%
100%
97%
88%
97%
94%
98%
96%
97%
92%
97%
93%
91%
93%
93%
94%

Validation
Negative Combined Positive

100% 98%
100% 93%
100% 96%

99% 95%

99% 95%
100% 96%
100% 97%
100% 97%
100% 96%
100% 97%

99% 95%
100% 99%
100% 98%
100% 98%
100% 98%
100% 96%

75%
78%
78%
66%
70%
56%
91%
81%
65%
68%
71%
88%
58%
79%
68%
73%

Table 14 - Perceptron Results by Classwith Training Partitioning/Pruning

Totals
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Training

Combined Positive

99%
94%
99%
98%
97%
91%
98%
99%
93%
98%
91%
99%
99%
99%
99%
97%

91%
93%
96%
90%
86%
97%
97%
98%
96%
91%
92%
100%
86%
95%
93%
93%

Validation
Negative Combined Positive
100% 97% 70%
94% 93% 90%
99% 97% 84%
99% 96% 78%
98% 96% 78%
90% 89% 92%
98% 96% 88%
99% 98% 94%
93% 92% 81%
98% 96% 80%
91% 89% 88%
99% 96% 80%
100% 97% 97%
99% 96% 92%
99% 97% 70%
97% 95% 84%
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82% 84% 2% 84%
80% 78% 72% 79%
Test
Negative Combined Positive  Negative
99% 97% 61% 98%
96% 90% 67% 93%
98% 94% 66% 97%
97% 92% 52% 95%
97% 91% 54% 94%
99% 94% 33% 98%
98% 96% 2% 97%
99% 96% 60% 99%
98% 94% 50% 98%
99% 95% 56% 98%
97% 92% 53% 95%
100% 98% 76% 99%
99% 97% 52% 99%
99% 98% 80% 99%
99% 97% 60% 98%
98% 95% 60% 97%
Test
Negative Combined Positive Negative
99% 97% 52% 99%
93% 92% 86% 93%
98% 97% 80% 99%
97% 93% 68% 95%
97% 95% 64% 97%
88% 92% 73% 94%
97% 95% 78% 96%
98% 97% 90% 98%
93% 92% 74% 94%
97% 95% 82% 96%
89% 88% 80% 89%
99% 98% 100% 98%
99% 97% 48% 99%
99% 98% 88% 98%
98% 96% 67% 97%
96% 95% 77% 96%



